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Fast Code == More Stuff == More Fun
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Source Code Does Not Provide The Complete

Story (intel')

* »* |

*
* *

*

x
Example Optimization Tips: "o ¢

-
[

x

“Use the return value optimization”

“Pass by reference instead of value” 0

“Use ++1 instead of i++7”

i L i Has this guy
cacne i1ntermeaiate computatlons Studled our
“Unroll loops” code?

Without context, Ad hoc source code tips may result in random trial and
error.

v L

AV
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This Class Goes Beyond the Source Code

FOI’'DP

Agenda:
x86 Architecture

Program Execution Flow

AVX®SIMD

Easy Effective code patterns
Performance Tuning Workflow

You Are
Here

Hotspot, Concurrency profiling
Events and Intel® VTune™ Amplifier XE
Walkthrough/Examples

Intel® Microarchitecture
Codename SandyBridge

Take the Guesswork out of Optimization!

Y
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This is not your Grandfather’s CPU

Memory

[

[

Control
Unit

Arithmetic
Logic

r

Unit

F 3

Accumulator

N

INnput

Output

von Neumann architecture
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Key x86 Architecture Features for )
Developers To Know =

- (Cache (data and instr) : | s ||
Pipeline MSROM‘} %‘:c‘:::
256K L2 | < : mawpq e

- Branch Prediction el ——

. Load 2 2 '
S’:’; — Store (address) 3 13
. Cache |, { Store data 4 1 4
- Qut-of-order uOp Scheduling o1
Integer 1 ;
T scheduler
MMX/SSE ?T
AVX Low sl
- Wlide Regqisters up to 256-bit T
AVX High ; .
Intel® Microarchitecture »
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Cache Behavior Affects Performance

Cost of accessing data

Where Data Is Time to fetch data
Resident

*Cost of Data Access increases
with Distance from CPU

Register 1 cycle
: - L1 Cache 4 cycles
*Programming Tips: L2 Cache 10 cycles
* Maximize work done on L3 Cache 40-75 cycles
cached data Memory 60-100 ns

° \,\IO r k W i t h H a rd W a re http://software.intel.com/sites/products/collateral/hpc/vtune/per
P refetc h (a rrays VS I i n ke d formance_analysis_guide.pdf
lists)

:..) f'LT'
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Key x86 Architecture Features for D
Developers To Know =

32K
—+ Instruction j[epo— BPU
' Cache  —
- (Cache (data and instr) | O ,
uncore Legacy | ‘

Decode
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BPU Helps (when predictable) @

for (int i=0; i<4096; i++)
m = max(m, x[i]);

Compiled using branch code Compiled using max instruction
vmovss xmml,dword ptrl[eax vmovss xmm0O,dword ptr[eax]
vcomiss xmmO, xmml add eax, 4
Jjbe findmin+20h vshufps xmm0O, xmmO, xmmO, O
vmovss xmm0O, xmmO, xmm1 2 vmaxss xmml,xmml , xmmO
add eax, 4 cmp eax, (OBFF3COh)
cmp eax, (OBFF3COh) 71 findmax intrin+1l6h
Jj1 findmax+12h

Monotonic 21 3.0 cycles per iteration
' | (lower is better)
Pathological 9.8 3.0
4, Random 2.2 3.0 -

&
tiLC A\
WEl®

»E50
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Key x86 Architecture Features for )
Developers To Know =

32K
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Understanding Out-Of-Order Execution =D

@Ee’l

How would you expect these 3 loops to perform?

Test Measured* CPU
Cycles

SASPY for(int i=1; i<N; i++)

 s[i]=a* s[i-1] + v[i}

SAXPS inti=1;i<N; i++

s[i] =a * x[i] + s[i-1];

SAXPY  for(inti=1; i<N; i++)
s[il =a* x[i] + vlil

Comparison of 3 near-identical loops with different data access patterns

| !lfl
{/
o e

HI(COE g 17 R
>
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Similar code, vet significant differences in

Performance
Test Measured* CPU
Cycles
SASPY for(int i=1; i<N; i++) 14.0
s[i] =a *s[i-1] + y[i];
SAXPS  for(inti=1; i<N; i++) 9.0
s[i] = a * x[i] + s[i-1];
SAXPY  for(inti=1; i<N; i++) 2.2

s[i] =a * x[i] + vIi}

/ 2 ya e
e Qerp &
(e g W
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Assembly Code Comparison =D

for (int i=0;i<N;i++) // saxpy

s[i]

= a * x[i] + y[i];

Assembly code:

vVmovss
vmulss
vaddss
Vmovss
add
cmp

jl

xmm0 ,dword ptr X[eax]

xmmO0 , xmm0 ,dword ptr [A]
xmmO0 , xmm0 ,dword ptr Y[eax]
dword ptr S[eax] ,xmmO
eax,4

eax,1000h

saxpy+7 (13A1041h)

(lnte

for (int i=1;i<N;i++) // saspy

s[i]

vmovss
vmulss
vaddss
Vmovss
add
cmp

jl

= a * s[i-1] + y[i];

xmm0 ,dword ptr S[eax]

xmm0 , xmm0 ,dword ptr [A]
xmmO0 , xmm0 , dword ptrY+4[eax]
dword ptr S+4 [eax] ,xmmO
eax, 4

eax, OFFCh

saspy+7 (13A10B5h)

Same Instruction sequence!

Developers Software & Services Group, Developer Products Division
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Throughput I= Latency @

Instruction “cost” consists of two
important timings:

- Instruction Latency - time to Operation | Latency | Throughput
complete the operation and return + - rsqrt, rep, 3-5 1
result hadd, min,max

div, sqrt 14 14

 Instruction Throughput - frequency sin,cos 160-200 130
at which a new operation can be
issued move >=1 5

load/store
dot product 12 2

Eg: while waiting 5 cycles for a
multiplication to complete we can begin

5 other multiplication operations. Note: This table is an extremely condensed version
of the Intel® Architecture Manual

AT

Pt
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How x86 Instructions Get Processed

ASM instructions => Uops

asm registers => physical registers

* uOps execute when ready

* Upto 1/port/cycle

* Data order dependent. i.e. Not
Instruction order dependent

uncore

256K 12 |
Cache

2K L

Cache |,

32K :
— Instruction i BPU
Cache .
I
Legacy |
Decode 1
Decoded |
:Pnpelme“ MSROM || “icache i

T i il imm— 11
micro-op queue

Rename/retirement |

Load r
Store (address) 3 |

Store data

Integer

MMX/SSE
AVX Low

Xx87
AVX High

a4

—

o -0 O -0 -0
| | - 4

Port #

4 5

Operations

(uOps)

Load

Load

Store

Shuffle
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The Pipeline Slot Methodology,

intel)
Illustrated &=

Back-End

Case 1: Front-End does not provide micro-operations
for all 4 pipeline slots

_ ’y,:"l“_

AV
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The Pipeline Slot Methodology, =D
Illustrated @

Back-End

Case 2: Back-End cannot accept micro-operations
for all 4 pipeline slots

_ ,-f!,-,.

AN
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The Pipeline Slot Methodology, =D
Illustrated @'3'

Case 3: Micro-operations make it to the Back-End, but
then get removed from the pipeline

Developers software & services Grotip, Developer Products Division Optimization Notice |E| Rock your code.
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The Pipeline Slot Methodology, =D
Illustrated @'3'

Back-End

Case 4: Micro-operations make it to the Back-End,
Execute, and then Retire

Developers software & services Grotip, Developer Products Division Optimization Notice |E| Rock your code.
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s=ax+y decomposed into uOps

Output from Intel Architecture Code Analyzer (IACA)

el (R) Architecture Code 2
oop Throughput: 2 Cycles;

Loop Latency: 14 Cycles;

| Num | Ports pressure in cycles
| Uops | 0| 1 | 2| 3| 4| 5 | Assembly Code

| 1 | | I 11 _ | | | vmovss xmm0O, ptr a

| 2% | 1 | I | | | vmulss xmmO, xmmO, ptr x
I 2~ | I 11 11 _| | | vaddss xmm0O, xmm0O, ptr y
I 2* | I I _ 1 11 1| | vmovss ptr s, xmmO

| 10 _ 1 _ | I I | 1 | add eax, 0x4

| 1 0 _ 1 _1 | | | 1 | cmp eax, 0x8000

| OF | | | | | | | 31 Oxffffffcc

Note the range in throughput and latency

Developers software & services Grotip, Developer Products Division Optimization Notice |E| Rock your code.
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Data Dependencies Explain the Disparity in

Performance (mte_l)

SASPY for(inti=1; i<N; i++) 14.0
s[i] =a * s[i-1] + v[i]:
SAXPS  for(int i=1; i<N; i++) 9.0
s[i] = a * x[i] + s[i-1];
SAXPY for(inti=1; i<N; i++) 2.2
s[i] = a * x[i] + V[i]; (1.6 unrolled)

Notes:
Range matches predicted latency and throughput times.
2" Joop can begin multiplication early
3 loop (no dependencies) benefits further with compiler-generated loop unroll

K7L et
7 | 51,4
o ) g
(i ‘ N
{ &4 »
W e
-

ion. Optimization Notice B Rock your code,z

erty o of their respective owners.
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Reduce Dependencies to Maximize Throughput

(intel)
Find Array Cycles
W EY il

Standard for(int i=0; i<N; i++) 3.0
Solution m = max(m,x[i]);
Loop for(int i=0; i<N; i+=2) 3.0
Unrolled m = max(m,x[i]);

m = max(m,x[i+1]) ;
Dependence for (int i=0; i<N; i+=2) 1.6
Reduced m0 = max(m0,x[i])

ml = max(ml,x[i+1]);
Dependence for (int i=0; i<N; i+=4) 1.0
Reduced Twice m0 = max(mO0,x[i]);

m3 = max(m3,x[1+3]);

Note: x86 instruction VMAXSS has a latency of 3
4o . gy,

¥y

t10E y N

2 I o »
>
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Key x86 Architecture Features for D
Developers To Know =

— lns:tsr?.x':hon j 1 BPU
. Cache —_—
- (Cache (data and instr) i o Ty |
uncore Legacy | \
Decode
Pipeline MSROM‘ %‘;’c‘:\?
256K L2 | < . mn:ro-opq eue

- Branch Prediction el ——

o Load 2 2 '
S’:’; — Store (address) 3 13
. Cache |, { Store data 4 1 4
- Out-of-order uOp Scheduling ol
Integer 1 1
ST 6scmyduler
MMX/SSE |1
AVX Low sl
- Wide Registers up to 256-bit .
AVX High ; .
Intel® Microarchitecture »
| Codename SandyBridge A i
o™ ) W
fI{ U= L .
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Lol

2" 14
fre00

WELE

Quick Review: “SSE" SIMD 128 bit (4 floats)

Arithmetic;
+ - * [ sqrt

Bitwise:
& | ©

Transfer:
load/store
shuffle

Logical:
< > (returns mask)

Conditional;
blend (uses mask)

if-else statements handled by software

predication

a+b

Shuffle:

0:»1"5"" "

p A
o
k.(
»05Y

......
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SIMD with AVX - up to 256 bit (8 floats) )

« New instructions with 2nd

generation Intel Core CPUs a a0 a1 a2 Es as  [IEEH a7
+
» Supports 128 and 256-bit b b0 b1 b2 B3 b5 _ b7
SIMD
PR/ 20+b0 al1+b1 [a2+b2 [@3%b3 a5+b5 [H6HD6 @7+b7

* Non-destructive instructions

C/C++ Intrinsics

__m256 a,b,c;

c = mm256 add ps(a,b);

:1."1;‘ J
i A
Ji
' s o
I~
JAd B

Developers Software & Services Gfoﬁ'b',’Devalgpe_( Products vmon Optimization Notice |E| Rock your code.
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AVX SIMD applied to SAXPY it

(II'I e
Measured*
CPU Cycles / N
SAXPY // @ *s,*x,*y, a; 2.2

1 at a time for(int i=0; i<N; i++)
s[i] = a * x[i] + y[i]~

SAXPY128  // *s,*xl*i,a; 0.6

4 at a time for (int i=0; i++)
s[i] = a * x[i] + y[i];

SAXPY256  // s,* *y . a; 0.3
8 at a time for (int 1=0; i++)
s[i] = a * x[1IT + yI[i];

*Measured time is total time divided by N (N==2048)

L

i ) &’ :
(e N
(L o \
Developers software & services Grotip; Developer Products Di ion Optimization Notice El Rock your code.
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Array Maximum Example with AVX SIMD

Array Cycles | SIMD4
Maximum Serial | version

version

Standard for(int i=0; i<N; i+=8) 3.0 0.73

Solution
m=_mm256_max_ps((m256*)(x+i));
/Im = max(m,x[i]);

Dependence  for(int i=0; i<N; i+=2) 1.6 0.38
Reduced mO = max(mO,x[i]);

m1 = max(m1,Xx[i+1]);
Dependence  for(inti=0; i<N; i+=4) 1.0 0.26
Reduced mO = max(mO,x[i]);
More

;:1.13 = max(m3,x[i+3]);

Exploiting both SIMD and Instruction parallelism

o0 -
",‘I{"f,v': ', &‘v
Developers software & SBrvicel Group;’ Developer Products
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SIMD Programming Patterns in Games

Typical “SSE" 4D Vector Class:

class Vec4

{
public:
union {
struct {float x,y,z,w;}
_ml28 v;
}
};
inline Vec4 operator+(const Vec4 &a, const Vec4d &b)
{
return Vec4 (_mm_add ps(a.v,b.v));
}
Vecd v =u + w ; // add two 4D vectors
!
Developers software & Services Grotp, Developer Products Division Optimization Notice |E| Rock your code.
Copyright® 2011, Intel Corporation. All rights reserved. *Other brands and names W erty of their respective owners. 2 8



Scaling with 4D xyzw SIMD pattern

Real Results typically
~2X

« Not using all 4 flops
at each operation.

« Often used for 3D
data

« Shuffle overheads

 Instruction parallelism
sometimes lost

« Pattern doesn't Scale
to 256-bit (8float)
SIMD

»E50
Developers software & services Grotip; Developer Products Division

n. All rights reserved. *Other brands and n amen Sre RIS
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30/4D dot product
128-bit SIMD

3D dot product
serial

)
,c{.

N4
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Another Way To Use SIMD is SOA

Array of Structures in Memory (AQOS)

B

e

Structure of Arrays in Memory (SOA)

z0

zl

z2

z3

z4

wO

wl

w2

w3

w4

Developers software & services Group, Developer Products
ight® i *Other bran are the
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C++ programming patterns for SOA

class Vec3<T>

{
public:
T x;
T vy’
T z;
};

Vec3<T> operator +(const Vec3<T> &a, const Vec3<T> &b)
{

return Vec3<T>(a.x+b.x, a.y+b.y, a.z+b.z);

(intel?

}
__m256 operator +(const _ m256 &a, const _ m256 &b)
{
return mm256_add ps(a,b);
}
Vec3<_ m256> v = u + w; // 8 vector additions at a time
Developers software & services Grotip, Developer Products Division Optimization Notice |E| Rock your code.
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Gather/Scatter - To SOA and Back!
Dealing With ‘Real’ Application Data

Gather
Input xyz

SIMD SOA
Parallelism

Scatter EXEIEIE)
Result r

scatter
&

"~ Optimization Not ice B ROCk your c°de.
e owners. . _ 3 . 32
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AVX 256-bit Programming Patterns - Gather/Scatter

; Example
Technique P
. Vec3<float> v][];
* Linear Traversal of an Array for (int i=0; i<N; i+=8) {
*  Exploit regular access patterns Vec3<  m256> u = trans8x3(v+i);

* Use x86 shuffle for Transpose u = Normalize(u); // 8 at a time
trans3x8 (v+i,u) ;

}

. o Vec4<£float> .
* Indexing/Indirection (Gather 8) fzi(intoi=0°vi[.lN' i+=8) {

* Use 4 float xyzw data pattern Vec8<_ m128> g(v[k[il]l,..,v[k[i+7]]1);

*  Align Data (pad if necessary) Vec4;_cm256: 2 = 12:;2;15(81):4 (g/;)/;d .
r = omputce m u); (o]
*  4x8 transpose y-omputes__

* SOA code patterns } -

Vec4<float> v|[];
* Indexing/Indirection (Gather 2) for(i121t6i=0; ]i(<1_‘1r‘ i+=i) _ {1
e Use 4 float xyzw data pattern —m256 u(vik[il], vik[i+1]1);

r = MyComputePair(u); // 2 at a time
* Use 256-bit as a way to Pair two 128-bit :
computations }

* AOS xyzw code patterns

7

r'f: -

AN
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Pairing Two 128-bit Computations - =
Transformation v[i]*M (lnte!)

. // Load M into both upper and lower halves of 256bit regs
cOmputatlon FIOW Hnﬂn _ m256 m0 = mm256_castpsl28 ps256 ( mm load ps(M[0]));

_ m256 ml ~mm256_castpsl28 ps256( mm load ps(M[1]));

i x|y|z|w ~ m256 m2 = mm256 castpsl28 ps256( mm load ps(M[2]));

~ m256 m3 = mm256 castpsl28 ps256( mm load ps(M[3]));

i+1 m0 = _mm256_insertf128_ps(mO,_mm_load_ps(M[ 1),1);

1):

1):

1):

l— xX|y|z|v ml = mm256 insertfl128 ps(ml, mm load ps (M
m2

0

1

_mm256_insertfl128 ps(m2, mm load ps(M[2

x|ly|lz|w m3 = mm256 insertfl28 ps(m3, mm load ps(M[3

’
’
’
’

1)
1)
1)

x|y|z]|w for (int i=0;i<N;i+=2) // transform two 4D points per iter

{

~ m256 v = mm256 load ps(V[i]);
~ m256 a = mm256 mul ps( m0 ,
~mm256_shuffle ps(v,v, MM SHUFFLE( 0,0,0,0)))

X x x X X X X X a = mm256 add ps( a , mm256 mul ps( ml ,

~mm256_shuffle ps(v v, MM SHUFFLE( 1,1,1,1))))

* a = mm256 add ps( a , mm256 mul ps( m2 ,

~mm256_shuffle ps(v,v, MM SHUFFLE( 2,2,2,2)))) g
)

a = mm256 add ps( a , mm256 mul ps( m3
M[O0] [O..3] M[O0] [O..3] _mm256_shuffle ps(v,v, MM SHUFFLE( 3,3,3,3)))
~mm256_store ps(R[i],a);

+ }

M[3][0..3] M[3][0..3]

iy Results: 1.7X speedup compared
' |y (2w x|y |2 W to 128 bit version

1117
JAA
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Pairing Two 128-bit Computations - Skinning Example T

Computation Flow

ava

i+l

M[b[i+0]]

/_\ M[b[i+1]]

M[b[i+1]]

M[b[i+0]]

xl Yl

wl

yl
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for(int i=0;1i<N;i+=2) // single-bone skinning example
{

_ m256
int b0
int bl
_ m256 m0
_ m256 ml

= mm256 load ps(VI[i]);
Bone[i];

Bone[i+1];
_mm256_castpsl28 ps256( mm load ps
_mm256_castpsl28 ps256( mm load ps
_ m256 m2 ~mm256_castpsl28 ps256( mm load ps
_ m256 m3 _mm256_castpsl28 ps256( mm load p

_mm256_insertf128 ps(mO ~mm_load ps (M[b

_mm256_1nsertf128_ps( ~mm_load ps (M[bl
~mm256_insertfl28 ps(m2, mm load ps(M[bl
_mm256_insertf128_ps(m3 ~mm_load ps (M[bl

<

m0
ml
m2
m3

s
1]
]
]
]

_ m256 a = ~mm256 mul ps( m0 ,

~mm256_shuffle ps(v,v, MM SHUFFLE( 0,0,0,0))) 8
a = _mm256_add_ps( a , mm256 mul ps( ml ,
~mm256_shuffle ps(v,v, MM SHUFFLE( 1,1,1,1)))) ;
a = mm256 add ps( a , mm256 mul ps( m2 ,
~mm256_shuffle ps(v,v, MM SHUFFLE( 2,2,2,2)))) ;
a = mm256 add ps( a , mm256 mul ps( m3 ,

~mm256_shuffle ps(v v, MM SHUFFLE( 3,3,3,3))))
_mm256_store_ps( [i]l,a);

}

Results: 1.4X speedup compared
to 128 bit version

il
1 '.:-]r v

«\?‘
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Performance tuning @

Agenda: You Are
e x86 Architecture Here

— Program Execution Flow

— AVX®SIMD

— Easy Effective code patterns
« Performance Tuning Workflow

— Hotspot profiling | #RE

— Events and vTune® performance guided analysis LLC
« Walkthrough/Examples

FDI/DP

LLC

A

=T

Intel® Microarchitecture
Codename SandyBridge

Take the Guesswork out of Optimization!

0:1"L7"" ;

d i)
177 ’,
2 J~'~“’J
“wfde W
W EL" 2550
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Code profiling and performance tuning i“teD

Goal: Make programs run faster

For video games, it's low latency

 Finish drawing in a bounded amount of time
Where do | start optimizing?

« Limited time, maximize effort
Solution: Use code profiling tools for performance tuning

»
AN

Developers software & services Grotip, Developer Products Division Optimization Notice |E| Rock your code.
s : 3
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2 kinds of performance tuning

« Algorithmic

« Applies to all architectures
« Generally improves code elegance and conciseness

 Also includes the quality of parallel decompositions, CPU usage, and
other multithreading issues

 Hardware

 Architecture-specific (though commonalities exist)
« Tends to obfuscate code (e.g. matrix blocking)
 Requires architectural understanding

Both are essentiall

Developers software & services Grotip, Developer Products Division Optimization Notice |E| Rock your code.

Copyright® 2011, Intel Corporation. All rights reserved. *Other brands and names i?déﬁ:rty of their respective owners. 3 8
-



Analysis and tuning workflow D

Choose target

Build target

Run Hotspots
analysis

—
e
K=

Interpret results

Compare with
Interpret results _"‘[previous results)

View source

Tune algorithms

Performance tuning is an iterative process

/L a

2 wiA
o L"J
2 /7R Wy

WELE

) e e '
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Intel® VTune™ Amplifier XE

« Helps analyze code performance

« Multi-threaded and hardware bottlenecks

» Find hotspots, analyze thread performance gERLERES
\/Tune
« Compare before and after performance Amplifier

« Available for Windows and Linux ><E

* Integrates with Microsoft Visual Studio
» Also standalone GUI for both Windows & Linux

http://software.intel.com/en-us/articles/intel-vtune-amplifier-xe/

v L

AV
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Types of analysis

..... Iﬁ. Hotspots

----- A Bandwidth

-1 Custom Analysis

== Algorithm Analysis
----- # Lightweight Hotspot

----- # Concurrency
f m--b Advanced Intel (R) Core

----- # General Exploration
----- A Memory Access

----- A Bandwidth Breakdon
----- A Cycles and uOps
=z Advanced Intel(R) Micr
----- # General Exploration
----- A Memory Access
----- A Cycles and uOps
----- A Front End Investigati

Algorithm Analysis Types
using stack sampling and API
instrumentation (except Lightweight

De uses hardware event-based sampling collection. Press F1 for mare

Hotspot)

urrent entry in the pop-up menu, and edit the copy of the selected analysis

a multiplier. The multiplier depends on the value of the Duration time

Advanced Analysis Types
Using hardware event based
sampling

’ New ... ][ Delete

i
f!(den Se
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Intel VTune Amplifier XE ey
tel)
Algorithmic Analysis: Hotspots N

" (o . ! . ¢ AMPITE '
arqe AN Dé ] Qﬂoﬂomw 0000
_' o
[Function /Call Stack (P Tinely et |
ﬂldle B %00r [0k @ideal [ Over

2 WARSCAPE:WS RENDER DEVICE:presen S8 20,078 1 8
o WatforSingleQbject msssl 08.% 0087 of L.455
© WARSCAPE:FX MANAGER ENTRY-d3d, create fc l
T mriiom mm.vq °'t — e ?ﬁ:' et ARSCAPENS RENDER DEVKEsprseinc Tt
u " - < w ) : ; : <
: : G : EmpirentelUnityRelease.eeWARSCAPE:WS ENGINE IMP-.pr_present{void) - engine.cpp:
fwARSCAPLTEXTURE‘WGE EmpirentelUntyRelease exeWARSCAPE:WS ENGINE IMP-present(bool) - engine.cpp:2216
i namtspace'ﬂVFSJ e s EmpieinteUnit Release ecEMPRE:EMPRE APP MODULE:rn Jooplvoid) - empiecpp:3
' anonyrnof:s nanegict W Empite.zntelUnityRelease.exe! anonymous namespace winmain_inner(struct HINSTANCE_*
8 CeUnStingdralocte e s Empire intelUnityRelease exelwWinMain - empire.copd589

chkly identify what is important
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Intel VTune Amplifier XE
Algorithmic Analysis

Concurrency and Frame Analysis

" Frame

e O = i I Erlgs I Ruler Area
PR | PR
mainCRTStartup (0xd... — 1 [ K T E K ] [v] ¥ Frames
renderWorkl[ﬂleZc] ?—ﬁii—ﬁ:?—ﬁ?{?‘??‘:}‘?{?‘C?ﬁi?‘iﬁ?{?“????i??{?ﬁﬁ?ﬁﬁﬁii?{ﬁ????{ AL AN Threalls
aiWerk (0x1a80) [+] B Running
particlesWork (0xb38) [ 1 Waits
duk CPU Time

networkThread (Dx2150)

E TEBE Worker Thread (0... = User Tasks
E Thread ({1 eal) Transitions
Thread ((:174c) (s CPU Usage
duk CPU Time
Thread Concurrency
dud Concurrency
= Frame Rate
ik Frame Rate
CPU Usage
Thread Cencurrency
Frame Rate
L oo
“7/,‘,”.'.‘. 3 &
WEE AEHV

Developers Software & Services G}b'd-b;-'pewagpe)r Prwi'bn
~> o7 th : .

e '
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Intel VTune Amplifier XE
Algorithmic Analysis

Concurrency and Frame Analysis

" Frames

T T I T T T T 1 T T T T I T 1 T T T I T T T T 1 T T T T I T T T T 1 T T T T I T T T T 1 T T T T I
[ T 7.02s 7.025s 7.03s |7.0343s 7.04z5 7.045 7.05s 7.055s 7.00s 7.065s 7.07s 7.075s i Ruler Area
mainCRTStartup (0. k| +| ¥ Frames
renderWork [0x222c) | Frames Threads
aiWork (0x a80) Start; 7.020s Duration: 00155 [v] B Running
- {1Frames: 4 :
b Wait:
FEE e R Frame Domain: 5imDomain [4] L) Waits _
networkThread (ﬂxﬂSﬂ) Frame T}rpe: Good I:l M CPU Time
E TBB Worker Thread (0... Frame Rate: 67.36612419 == User Tasks
E Thread (0:1 eal) Erames Transitions
Thread (0x174c) Start: 7.035s Duration: 0.015s CPU Usage
Frames: 5 o _ Sk CPU Time
Frame Domain: SimDomain
Frame Type: Good Thread Concurrency
Frame Rate: 6686573353 Uk Concurrency
Frame Rate
Wik Frarme Rate
Thread Concurrency
Frame Rate
D b
Z(de N
e Rd! (97 : ‘0\
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Intel VTune Amplifier XE
Algorithmic Analysis
Concurrency and Frame Analysis = Frames

1 T T T T I T T T T 1 T T T T T T T T 1 T T T T T T T T 1 T T T T T T T T 1 T T T T T T T T 1 T T
CE O QO ?uzss 703s 70355 ?045 7.045s :fu5; 70555 ?ﬂﬁs 7,065 ?n:-'s 7.075s T |Ruler Area
amCRTStartup 0...| | B LN R B 1 o | Eveframes
renderWork (0x222c) jmmw i]LW m.h.l I [|L‘T|'|'|'|'|'r’ | Threads
aiWork (0x1a80) [ i N\ 1 [+] B Running
particesWork (3 o =
CPUTI
. networkThread (0:2150)| [ | User Tazks 1 [ ik ime
5 [T88 Worker Thread 0. Stor 70035 Durations 00205 [T NN I T User Tasks
E Thread (0x1eal) Task Type: Particle Threa_d Work Transitions
Thread (1 740) Task End Call Stack: particlesWork cuU
User Tasks : : ||.|| SEl TE 5|'l[5 duk CPU Time
Start: 7.022s Duration: 0.012s
| Thread Co
Task Type: Particle Thread Work r neurrency
Task End Call Stack: particlesWork L Mk Concurrency

Frame Rate
Wk Frame Rate

Thread Concurrency

Frame Rate

g

L
"7,",'.,',4,'_7 ‘ . y | ‘\7
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Thread Concurrency

Frame Rate

Copyright® 2011, Intel Corporation. All rights reserved. *Other brands and names are th

erty of their respective owners.

Optimization Notice

Grouping:  |Frame Domain / Frame Type [ Frames f Thread / Function / Call Stack
Frame Domain / Frame Type / Frames / Thread / CPU Time by Utilization * Overhead Wait Time by Utilization Erame Time s
e @idie @ Poor [ Ok @ Ideal [ Over Tme  midie @Poor [ Ok @ ideal [ Over
= SimDomain 2.538= 124.383ms| 99.2% 1.743=
[ Fast 1.791 < 62.155ms  62.5% (I 1.082s
# Good 0.577s 18 62.228ms  25.4% [N 0.439s
= Slow 0.170s | oms  11.2% [ 02225 |_
[#31 0.055= Oms 3.?'3":-' 0.082=
[#3 0.042= Oms  14% 0.028=
#9594 SIOW 0.030s Oms  1.5% 0.030s
[#10 0.022= Oms 1.?'3":-' 0.025=
[+ 26 frames 0.020= Oms 19'3*&-' 0,029
1 0= Oms  11% 0.028s
o Selected 1 row(s):| 2538s 124.383ms 99.2% 17435 -
4 [ m | 3
QoQFQ-Qw 03s_06s 07s 08 09s 1s 1ls 12 13s 1ds 15 16s 17 L Ruler Area
mainCRTStartup (Oxd... : T _:__u__.__._.__-_."“..l_ ¥ Frames
renderWork (0x1d50) :,,::::::J,::;:;EfffE:::::;;:: Tiiii [#] Threads
_ |aiwerk (ma1898) &8 Running
= - PRA S EHEEE R B CH -
g |particlesWork (0:180c) A ;uu |u;un‘i;un1n=.mu Brin [v] T Waits
F |networkThread (0x2158) dud CPU Time
Thread (0x2320) =7 Uzer Tacks
TEBEB Worker Thread (0... Transitions
CPU Usage
CPU Usage Wk CPU Time
Thread Concurrency

ik Concurrency
Frame Rate
Bk Frarmne Rate
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Hardware event-based sampling =)

(lnte

« Performance Monitoring Unit (PMU) counters
+ Offer a unique and powerful view into the CPU

 reveal architectural bottlenecks in uninstrumented
code running at full speed

 hundreds of events offer insights into every part of
the microarchitecture

- Methodology to use event counters in a top-down optimization
methodology, but beyond the scope of this class

« At the level of functions and higher, raw events aren't that useful

« Who cares if | experienced 2,166,000,000 DTLB misses? What
matters is how much it cost me!

Developers software & services Grotip, Developer Products Division Optimization Notice |E| Rock your code.
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Hardware event-based sampling

« \/Tune™ Amplifier XE helps make PMU-based performance
tuning easier

 Several predefined analysis types help you focus on specific
problems

« Even better, VTune™ Amplifier X& shows metrics over PMU
event counts. Instead of 2.17B DTLB misses, we can see
what proportion of the time the app was dealing with DTLB
overhead...

* What does that look like?

Developers software & services Grotip, Developer Products Division Optimization Notice |E| Rock your COde
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Hardware event-based sampling -- Example "ol

(= /nfs/fx/home/lwbaugh/intel/amplxe Intel VTune Amplifier XE 2011
File Help
‘@ =
roo3ge = s
@ General Exploration - Hardware Event Counts /A @ Intel VTune Amplifier XE 2011
& Analysis Target| | © Analysis Type & Bottom-up
2|
CPU CLK U.. | CPU_CLK U... g;fri?ﬁ%g = INST_RETIRED. 2;?;’;"56? = MEM_LOAD_... | MEM_LOAD_..  MEM_LOAD .. L1D
THREAD by REF_TSC by NS0 ANY by - “ | XSNP_HIT_PS LLC_HIT_PS XSNP_HITM_... | REPLACH
Package Package e Package b by Package by Package by Package by Pack
DRAM_D by ... DRAM_ 0 by ...
[nfs] 0 0 2,000,000 0 0 0 0 0 0
[sep3_4] 0 0 0 0 0 0 0 0 0
[vmlinux] 0 1.430,000,000 1,368,000,000 37.600,000 1,100,000,000 32,800,000 0 0 0 24,
checkSTREAMresults 0 798,000,000 740,000,000 30,000,000 802,000,000 29,600,000 0 200,000 0

[=]

| main  o| 18.722,000.000| 17.300.000,000 966,800,000| 20,326,000,000 979,200,000 0 186,400,000 m

Selected 1 row(s): 18,722,000,000 17,300,000,000 966,800,000 20,326,000,000 979,200,000 0 186,400,000 0 1,024,
3K [

QF 0.5s 1s 15s 2s 2.5s 3s 3.55 4s 455 55 5.5s5 g:+ |[7 Threads
Thread (0x... : : I : I I : : . I I I : [¥] B Running

[+] ik Hardware ...

Hardware Ev...

Uk Hardware. ..

Threads

»
o] No filters are applied. [Ra SRS EH [Al] R rreao: [0 |~ | Timeline Hardware Event: (SNSRI INETRLINM ~

Developers software & services Grotip, Developer Products Division Optimization Notice |E| Rock your code.
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Hardware event-based sampling -- Example "ol

s/fxfhome/lwbaugh !'- Intel VTune Amplifier XE 2011
File Help
‘@ b &

roo3ge [

Al

M General Explnration - General Explcn‘aticm /A 0 Intel VTune Amplifier XE 2011

uCps Issued by Retiring uOps

uOps Not Issued (5talls) by Back-end Bound uOps

cPl Retiring Back-end Bound uOps by Memory Latency
fFunctior i
RED. | Rate  yopsby £ SHEENEBIR LS MemaoryLatency by LLC Miss Memory Replac... B Memory Reissues by L... B 5
Assists by Branch Mispredict  g#
LLC Miss = LLC Hit OfTL...|Con ... Dat.. Loa... Split... Split..| 4k . |Act

Cman oo [osm oas) ¢ 023] 0000

A high number of CPU cycles is being spent waiting for LLC load misses to be serviced. Possible optimizations are to reduce data working set size, improve data access locality, blocking and
consuming data in chunks that fit in the LLC, or better exploit hardware prefetchers. Consider using software prefetchers but they can increase latency by interfering with normal loads, and can

increase pressure on the memory system.

Threshold: ( ( 180 * Hardware Event Count where Hardware Event Type is MEM_LOAD_UOPS_MISC_RETIRED LLC_MISS_PS / Clockticks where Hardware Event Type is CPU_CLK_UNHALTED . THREAD )
.20 ) * ( Clockticks where Hardware Event Type is CPU_CLK_UNHALTED THREAD / query all Clockticks where Hardware Event Type is CPU_CLK_UNHALTED THREAD = 05 )

Selected 1 row(s):| 20, .. k
I »
i 0.5s 1s 15s 2s 25s 3s 35s 4s 45s 55 55s get |[7] Threads
| 1 1 1 1 1 1 1 1 1 1 1 1L

2 |Thread (0x... [+] @8 Running
@ [+] iluk Hardware ...
E Hardware Ev...
uk Hardware....

Hardware E...

PU_CLK_UNHALTED

B No filters are applied. [Rs'
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AVX Cloth Sample =D
>amp (intel
Maximizing Throughput and exploiting 8-wide SIMD in pract

® Cloth Simulation Background

® Distance Constraint Update (Key Hotspot)

*® Aligned Data and picked working-set sizes to fit cache
® Ordering the constraints to avoid data dependency

® Mapping to 8-float SIMD with SOA

® AVX transpose to AOS vertex buffer

7

{
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Demo of VTune Amplifier XE on AVX Cloth

D 2de Bew Bumd Do Dewy Lok tor Besew e L0 Sowe

ancurrency

Intes UTune Amglitier X< 2011

O Tiwe
fraw

» - -
o et

T
C e e

Mrameniae T

ey

fer et

P Ry P BUD- T g ey

B A
+ Bragnt Bare NI 1T s |

el Ulune Ampiite

O Twws
Farcrm

- G
-t

B
Tabot o e 8 g 4 DL s aar, '3

g P e
e P oy gt B marsb by
e o]

Ta bty £ g T meaimenlony
[ e
L e L LT T

[ et LR T

Before optimization

’
o e
2 E(*

DQVQ'OperS Software & Services Gi‘bu‘b;-'Dewagpe)( Products

" the tn
Copyright® 2011, Intel Corporation. All rights reserved. *Other brands and names are t

After optimization

Optimization Notice

B Rock your code.
. 52

erty of their respective owners.



Tools help in tuning performance =)

(lnte

Not automatically.. yet!

« This is a Hard Problem: what does ‘run faster' mean? What
behavior is correct and what incorrect?

They show where code is slow, and why it's slow

« Hotspots, the fundamental unit of performance tuning
Performance tuning is an iterative process

« Phases of analysis, using tools like VTune Amplifier XE, alternate
with phases of contemplation and code editing

In the end, developers must decide their goal

Developers software & services Grotip, Developer Products Division Optimization Notice |E| Rock your code.
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Fast Code == More Stuff == More Fun

Optimize code to harness modern CPU power

« Saturate execution ports with work every cycle

Do big pieces of work - Consider an AVX build of your app

« do 8 at a time and fully utilize AVX SIMD
« SOA if possible (static or on-the-fly data transpose)
« Pair 4D SIMD patterns otherwise

Sanity check the source code (and perhaps assembly) for obvious inefficiencies

« With timing or VTune Amplifier analysis, verify program flow is optimal
« Watch for cache misses, branch prediction misses, port underutilization

1 I )[4/ el
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Resources: Programming with AVX @

For AVX support
* Intel 2" Generation Core family, AMD's upcoming
CPU
* Windows 7 SP1
» \isual Studio 2010 SP1
* |ntel® Composer XE (Intel Compiler 12.0)

Developers software & services Grou p Dev eloper Products Division Optimization Notice |E| Rock your code.
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Resources icraD)

* AVX Cloth demo
 |ntel VTune Amplifier XE Performance Profiler

»
AN
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http://software.intel.com/en-us/articles/avx-cloth/
http://software.intel.com/en-us/articles/intel-vtune-amplifier-xe/

Legal Disclaimers icrel)

INFORMATION IN THIS DOCUMENT IS PROVIDED IN CONNECTION WITH INTEL® PRODUCTS. EXCEPT
AS PROVIDED IN INTEL'S TERMS AND CONDITIONS OF SALE FOR SUCH PRODUCTS, INTEL ASSUMES
NO LIABILITY WHATSOEVER, AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY RELATING
TO SALE AND/OR USE OF INTEL PRODUCTS, INCLUDING LIABILITY OR WARRANTIES RELATING TO
FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT,
COPYRIGHT, OR OTHER INTELLECTUAL PROPERTY RIGHT. Intel products are not intended for use in
medical, life saving, life sustaining, critical control or safety systems, or in nuclear facility applications.
Intel Corporation may have patents or pending patent applications, trademarks, copyrights, or other
intellectual property rights that relate to the presented subject matter. The furnishing of documents
and other materials and information does not provide any license, express or implied, by estoppel or
otherwise, to any such patents, trademarks, copyrights, or other intellectual property rights. Intel may
make changes to specifications, product descriptions, and plans at any time, without notice. The Intel
processor and/or chipset products referenced in this document may contain design defects or errors
known as errata which may cause the product to deviate from published specifications. Current
characterized errata are available on request. All dates provided are subject to change without notice.
All dates specified are target dates, are provided for planning purposes only and are subject to change.
Intel and the Intel logo are trademarks or registered trademarks of Intel Corporation or its subsidiaries
in the United States and other countries.

* Other names and brands may be claimed as the property of others.

Copyright © 2010, Intel Corporation. All rights reserved.
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Optimization Notice

Intel compilers, associated libraries and associated development tools may include or utilize options that optimize for
instruction sets that are available in both Intel and non-Intel microprocessors (for example SIMD instruction sets), but do
not optimize equally for non-Intel microprocessors. In addition, certain compiler options for Intel compilers, including some
that are not specific to Intel micro-architecture, are reserved for Intel microprocessors. For a detailed description of Intel
compiler options, including the instruction sets and specific microprocessors they implicate, please refer to the “Intel
Compiler User and Reference Guides” under “Compiler Options." Many library routines that are part of Intel compiler
products are more highly optimized for Intel microprocessors than for other microprocessors. While the compilers and
libraries in Intel compiler products offer optimizations for both Intel and Intel-compatible microprocessors, depending on
the options you select, your code and other factors, you likely will get extra performance on Intel microprocessors.

Intel compilers, associated libraries and associated development tools may or may not optimize to the same degree for
non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include Intel
Streaming SIMD Extensions 2 (Intel SSE2), Intel Streaming SIMD Extensions 3 (Intel SSE3), and Supplemental Streaming
SIMD Extensions 3 (Intel SSSE3) instruction sets and other optimizations. Intel does not guarantee the availability,
functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-
dependent optimizations in this product are intended for use with Intel microprocessors.

While Intel believes our compilers and libraries are excellent choices to assist in obtaining the best performance on Intel
and non-Intel microprocessors, Intel recommends that you evaluate other compilers and libraries to determine which best
meet your requirements. We hope to win your business by striving to offer the best performance of any compiler or
library; please let us know if you find we do not.

Notice revision #20110228
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