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VIDEO - Forza Horizon 4 Intro
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[VIDEO – Forza Horizon 4 Intro]



PHYSICALLY-BASED CALIBRATION
ACCURATE MATERIAL PRODUCTION IN FORZA HORIZON 4

Presenter
Presentation Notes
Today we will talk about a marvellous new technology called Physically-Based Calibration. Physically-Based Calibration allows us to faithfully re-create materials from the real world, with exceptional accuracy. I will show you the theories, the calculations, the tools, the visual benefits etc. And you will see, amazingly [CLICK]




OLD
(Hand-Tuned)

NEW
(Physically-Calibrated)

Manufacturer Paint: “Viridian Green Metallic” by Aston Martin™

Presenter
Presentation Notes
these effects are not small, they are often quite large, sometimes the difference can be downright dramatic. 

With this new tech, in Forza Horizon 4, we have calibrated nearly 900 real world paint materials. I believe this is a significant breakthrough, this probably has never been done before, at least for commercial use. It gives you a major quality boost with zero performance cost. And it also carries important implications for the future of materials in games.



YIBO LIU
SENIOR TECHNICAL ARTIST | PLAYGROUND GAMES

Presenter
Presentation Notes
My name is Yibo Liu, I'm a Senior Technical Artist from Playground Games. This is my 7th year at Playground. My main area of expertise is in cars. Day-to-day I do a lot of R&D work in our vehicle pipelines, vehicle systems to improve graphics and productivity, I provide technical support to our vehicle team, helping artists to overcome any technical hurdles, and finally because uhm programmers and artists they sometimes have difficulties understanding each other, occasionally I would also assist with the coordination between cross-disciplinary teams.



PLAYGROUND GAMES

Presenter
Presentation Notes
Quick introduction of our studio - Playground Games is a triple-A game developer based in the UK. Established in 2010, we have shipped 4 large games with the Forza Horizon franchise. Last year we joined Microsoft Studios family, to become part of what is now known as Xbox Game Studios.



Xbox One & Windows 10 PC
FORZA HORIZON 4

Presenter
Presentation Notes
Our latest game is Forza Horizon 4 released last year, in collaboration with Turn10 studios. This is a very ambitious project. It has dynamic seasons and over 500 cars and all of that. Personally I’m very happy people love this game, people enjoy this game, and honestly I don’t remember how many times I checked the Metacritic website. 

Anyhow, I would love to keep talking about our game, but today I’m not here to sell a game, I’m here to share a technology, a technology which we firmly believe will benefit everyone in our community. So let’s jump straight into the main topic – Physically-Based Calibration.

To start with, make no mistake, we are walking into uncharted territory here, over the next hour you will hear a lot of unfamiliar concepts, terminologies, technical jargons and so on, before I throw all those things at you, before I reveal the true geeky nature of myself, to make things easier this entire talk is really about one single question: 



How do I make that material look real?
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Presentation Notes
How do I make that material look real?

You might be thinking – that’s not a new question. No it is not. The emphasis today is the word ‘that’. [CLICK]



How do I make that material look real?

Presenter
Presentation Notes
What do I mean by ‘that’? Imagine the following scenario:



Dev: “My system can render a wide variety of horses.”

Gamer: “But what I want is that special horse from LOTR.”

Dev: “My system can render a wide range of cars.”

Gamer: “But what I want is that special car in 
BMW’s Space Grey Metallic paint.”

Presenter
Presentation Notes
I would argue this level of Uniqueness, this level of Specificity, is what the games industry as a whole does not have a good solution for. 

Note this, and I’m looking at you my fellow engineers & programmers: Just because we can realistically render materials in general, it does not mean, we can match the exact look of materials in specific!

You might argue, oh but a talented artist should be able to closely match any game asset with photo reference. Surely that’s not a difficult thing to do.... until you look closer. To illustrate my point, let’s do a little thought experiment. 



‘The Dress’

Went viral in 2015

1) Blue and Black (57%*)

2) White and Gold (30%)

3) Blue and Brown (11%)

4) Something else (2%)

*Source: Striking individual differences in color perception uncovered by ‘the dress’ photograph. Current Biology, volume 25, issue 13, 2015

What is Real        What is Perceived as Real
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Here we have a great dress, really great, it’s got some wonderful colours, I like it so much - could anyone uhm, make this thing in a game? 

‘Have I seen that picture before?’ Yes you probably have. [CLICK] This image was wildly viral on social media a couple of years ago. Amazingly different people see very different colours in it.

According to one large-scale study published on Current Biology, more than half of the subjects found the dress blue and black, one third found it white and gold, and the rest had other even more bizarre opinions. 

Wow that’s tricky to make in a game! I mean, to get the colours right, which type of artist would you like to hire?

This is a great example showing, [CLICK] clearly there’s a difference between ‘what is real’ and ‘what is perceived as real’.

That just sounded so deep and philosophical. Why do I bring this up? Because it has everything to do with our talk today. It doesn’t matter how much GPU power you have, it doesn’t matter if you have the fanciest ray-tracing algorithms, the moment you decide oh my artist will sort out the materials for me; the moment you decide material appearance can be configured just by looking. You’re gonna have a calibration problem. [CLICK]



“The Calibration Problem”



Automotive Paint
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OK. For a big budget car game like Forza Horizon 4, unsurprisingly the quality of the cars matters a lot to us. And what’s the most important material on a car? – The Car Paint!

Now I don’t want to give you the wrong impression that our method only works on car paints. No it does work on many different kinds of materials. But since car paint is where this tech was first developed let’s focus on car paint today. And believe me, car paint is one of the toughest to get right, so if you could master this, others should be much easier. 



Automotive Paint is ‘Gonioapparent’

Presenter
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There’s a huge variety of car paints. Some look colourful, some look metallic some look glossy. 

Most interestingly, car paints belong to a class of materials called “gonioapparent materials”. Meaning their appearance can change dramatically with the viewing angle. 



Automotive Paint is ‘Gonioapparent’

Absorption 
Pigments

Courtesy of 

Metallic 
Pigments

Pearl Luster
Pigments

Specific Colour –
Due to selective absorption and scattering of light

Metallic Gloss –
Due to mirror-like reflection of light

Specific Colour, Luster and Colour Flop -
Due to interference of light

Presenter
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Its reflection behaviour is very complicated. So complicated that even the mainstream photogrammetry techniques are helpless for capturing these. Only because photogrammetry work bests for diffuse materials but they cannot deal with gonioapprent materials very well. At least for the common photogrammetry techniques.



Many Biases in Traditional Workflow

REFERENCE TUNING

 Photographs Only

 Unknown/Uncontrolled Factors
• Lighting Conditions

• Reflected Environment

• Camera Settings

• Image Editing

 Based on ‘Feelings’

 Difficult to Match Scientifically
• Monitor Conditions

• Reflected Environment

• Rendering Configurations

• Viewing Conditions

Presenter
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So how do we create materials for games? In most cases you would have an artist looking at photographs on one monitor, he would then look at the game editor on another, he tweaks some sliders, he changes some numbers, he repeats the whole process until he decides the game material looks close enough.

There are many problems with this workflow. [CLICK] Starting with the photograph, we know there are a lot of uncontrolled factors, what was the weather like? Where was the sun located? What was the camera settings? Has the image been Photoshopped? [CLICK] On the right hand side it’s not much better: the whole workflow is based on feelings, and it also suffers from factors like: What’s the PC monitor setup? What’s the rendering configurations? Is the lighting in your office too warm or cold? Any one of these can introduce a bias, and screw up your accuracy.



Perceptually Based Physically Based
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Maybe we should be thinking about a different way. Instead of relying on a perceptually-based approach, maybe we should be thinking about a physically-based approach.

We may disagree on the colours of a dress, but we will never disagree on physical quantities such as the intensity of the sun, or the range of the visible light spectrum.

This new approach would take subjectivity out of the equation. So instead of being able to say “I FEEL those materials are closely matched”, we should be able to say “I KNOW those are closely matched.”

Upon this realisation we started searching for solutions. I still remember the morning when Neil Massam, our vehicle team lead at the time, showed me a picture. In that picture was a dude holding a weird device attached to a car. I started investigating into it, and I was absolutely amazed by what I found I kept on reading and reading and I literally couldn’t stop…  that’s how I was introduced to the wonderful world of Colour Management in the Automotive Industry.



Source: BYK Additives & Instruments GmbH

Colour Management in the Automotive Industry

 Spectrophotometer

 NOT a camera

 Built-in D65 Light Source

 Multi-Angle Sensors

 For Quality Control Purposes

 ASTM International Standards

Presenter
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Turns out, the car companies already have a lot of expertise in dealing with the same problem. They have spent a huge amount of time and money on material technologies and processes. The weird device I saw is in fact, a spectrophotometer.

The most common spectrophotometer they use is this one here called BYK mac i, produced by German company BYK, or byk. This thing is not a camera, it has a controlled built-in D65 light source, it has multi-angle sensors and other fancy features. It is one of the best instruments you can dream of for scanning materials on a commercial scale. [CLICK]



Colour Management in the Automotive Industry

Presenter
Presentation Notes
Why do they need this? Mostly for quality control purposes. Imagine if you are a big car company, who makes hundreds of cars each day, you would want the cars to look exactly the same side by side. So a technician would scan each vehicle coming out of the pipe. The scanner will tell you either it’s a Pass or Fail. If it’s a Pass, the car goes on to the market. If it’s a fail, you send it back for a Re-Paint. That’s why they need this. Quality Assurance. [CLICK]



Other Applications
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Also worth mentioning. Spectrophotometers are used for many other applications as well. You can scan plastics; you can scan fabrics; you can scan leathers. Apparently, you can even scan apples! Therefore this is not just about cars or paints, this is about many different kinds of materials.

I’m sure it works great for them, but what about us? Could we leverage the same tech in some way to quality-assure virtual materials? That’s an interesting question. To answer that question let’s try to get a basic understanding of how this scanner works.




Multi-Angle Measurement – In Reality

Source: BYK Additives & Instruments GmbH
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One of the key features of our spectrophotometer is the this Multi-Angle Measurement capability, here’s the diagram, it has a light source located at 45 degrees on the right. And 6 sensors are located at 6 fixed angles. Those angles are not picked at random, they were deliberately chosen for good reasons.

Looking at this diagram I thought if they could measure the real materials like this, I can measure the game materials, like this [CLICK]



*Aiming Reticle

Multi-Angle Measurement – In Game

• Early Game Material 
Measurement Test

Presenter
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As a quick test, I modelled my own multi-angle scanner in our editor. The sample is located at the bottom, a directional light is pointing from the top right. To mimic the sensors I put 6 little white rings at those angles. So when you look through one of the rings you can sample the pixels at the centre to get a measurement. And it worked - I got encouraging high-precision data from this rudimentary instrument. 

The problem was every time I tweak a parameter, the material changes and I had to fly my camera to get new readings through the rings again and again. And after doing this for hours, I decided nobody in their right mind, would want to use this for production. We need a better tool. 



Multi-Angle Measurement – In Game (3Ds Max)
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[VIDEO - Virtual Measurement Apparatus]

How about measuring all 6 angles in one screenshot? As a much more mature solution, I designed this measurement scene in 3DS MAX. Here we have a camera at the top. And 6 material patches at the bottom, each has its own bespoke light. The lighting angle is always the same – 45 degrees, but the viewing angle is different.

After carefully setting this up by aligning the components we can measure all 6 angles instantly in real-time.



Inspiration - Visualising BRDF

Bidirectional Reflectance Distribution Function

GGX Shading Model Visualisation
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[VIDEO – BRDF Explorer]

Ok that was great we can measure game materials in a multi-angle manner. Now, if you’re familiar with PBR, you must have heard this term BRDF – Bidirectional Reflectance Distribution Function. It’s the most common mathematical model for simulating materials.

I am NOT so interested in the mathematical details to be honest, what I’m interested in is the visualisation of this guy. Interestingly the output of a BRDF is always a shape, a shape that can morph in 3D space. Here in Disney’s free software BRDF Explorer we can see the shape of the popular GGX shading model reacting to the parameter inputs. So for a rough material you would get a hemi-sphere, for a glossy material you would get a sharp spike.



It’s All About the Reflectance Distribution

• Physical Measurements
o Game Measurements

Match the Reflectance Distribution,
and you match the material
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[VIDEO – reflectance distribution comparison]

It is this visualisation of BRDF that leads us to the first key insight of our tech – Match the Reflectance Distribution, and you match the material. This is so important that I have to say it again. Match the reflectance distribution and you match the material.

On the left you can see the distribution from reality marked in solid dots and the distribution from game world marked in hollowed circles. The intuition here is, just match the shape.

Ok that makes sense, although other than comparing shapes, the more challenging part is to compare colours.



Apple-to-Apple Comparison – Quantitative Colour Analysis

SPD

Physical Measurements Game Measurements

sRGB (or HDR Linear)

XYZ Lab XYZ

Compare!

Lab
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Second key insight. Based on the scientific knowledge we have, we should be able to do a controlled, quantitative colour analysis. 

Here’s the plan, FOR EACH ANGLE, you take physical measurements on the left, convert them all the way down into colours in the Lab colour space at the bottom. I will explain Lab colour space shortly. On the right, you take the game measurements and convert them into the same colour space. With both data sets arriving in the same format we can do a true quantitative colour analysis – apple-to-apple.

So let’s focus on the left arm of this diagram. Let’s see how we can convert physical data into lab colours. 



Spectrophotometry

Presenter
Presentation Notes
To talk about physical measurements we need to talk about this domain of Spectrophotometry. This is the reason why we call our tech Physically-Based. By definition, spectrophotometry is quantitative measurement of optical properties of materials, over a wide range of wavelength. It is widely used in many scientific areas such as biochemistry, remote sensing etc. Sounds like a complicated topic, but in fact the basic concept is very simple. 

Q: OK, here’s a question for you - does anyone know who did the very first spectrophotometric experiment in history?

Issac Newton, Sir Issac Newton arguably did the very first experiment on this. And what did he do? You probably all know what he did. He split the sunlight using a prism and he observed the rainbow pattern on the other side. That’s basically it. 



Spectrophotometry

Presenter
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Here is the truly remarkable thing, we know light is essentially, electromagnetic radiation, we know light has power, light has frequency, light has wavelength, but guess what? Light has no colour. Surprise! Colour does not exist as a physical property. Colour is an idea in our heads. The spectrophotometer does not capture colour data. So what kind of data does it capture?



“Digital Masters”

“Digital Masters” XML
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It captures XML files.

After each material scan, you will find these XML files called “Digital Masters”. It’s a term from the car industry, if you mention “digital masters” to someone from the car companies they would immediately know what you’re talking about. Back in the old days before computers, car companies would evaluate lots of colour plates and they would pick their favourite one and make that into a ‘Master Plate’. Nowadays everything is scanned and stored digitally, and hence the term “Digital Masters”. 

If you open one of these you will find a lot of numbers, most are not that useful to us, the crucial bit are like this list of numbers here on the left, this list of numbers is the so-called Spectral Power Distribution, or SPD. [CLICK]



One SPD for
One Angle

Spectral Power Distribution (SPD)

“Digital Masters” XML

Presenter
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You see this SPD all over the scientific literature, it describes light power as a function of wavelength. 

Note that one SPD, or one list of numbers are for one angle only. So for 6 angles you will find at least 6 SPDs in each XML.

If you plot the data in a graph, you would get a curve on the bottom right, X is wavelength, Y is relative power.

So we got ourselves a nice curve, the question now is how do we convert this curve into a colour?



ASTM E 308 Standard

• From Spectral Power Distribution (SPD) 
to Colour Information

• SPD  XYZ

SPD Data from
“Digital Masters” XML

Source: Billmeyer and Saltzman's principles of color technology
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Presentation Notes
Luckily, there’s an international standard to do that. It’s called the ASTM E308 Standard. Very memorable name. ASTM was formerly known as American Society for Testing and Materials. 

Not going to cover all details, we have internet these days, and I’m just here to help you connecting the dots.

Having said that generally speaking, there are 3 important things involved:
The Illuminant (light source)
The Object (material) – also the SPD data given by XML files
The Observer (human eye) - and because there are 3 different types of cone cells in our eyes, there are 3 separate curves in the last diagram.



From SPD to XYZ Colour

• Integrating a continuous spectrum into merely 
3 numbers (Tristimulus Integration)

• International Commission on Illumination (CIE)

• CIE 1931 XYZ Colour Space

X = ∫ % reflectance * illuminant factor * x factor of standard observer

Y = ∫ % reflectance * illuminant factor * y factor of standard observer

Z = ∫ % reflectance * illuminant factor * z factor of standard observer

Merged as 𝑊𝑊

Source: Billmeyer and Saltzman's principles of color technology

Presenter
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In order to get a colour of 3 values in the XYZ colour space, (the XYZ colour space is just an intermediate colour space) you need to do 3 separate integrations over the entire visible spectrum. Note the illuminant and the observer can be treated as constant, they don’t actually change, so these 2 components can be combined into one and let’s call it W. 



From SPD to XYZ Colour

• 𝑅𝑅𝜆𝜆 is Reflectance as a function of wavelength

• 𝑊𝑊𝑛𝑛 is the tristimulus weights for the human eye under controlled 
D65 illuminant defined by ASTM E308 standard (shown on the right)

Calculating tristimulus values using the ASTM E308 method:

𝑋𝑋 = �
𝜆𝜆

𝑅𝑅𝜆𝜆𝑊𝑊𝑥𝑥

𝑌𝑌 = �
𝜆𝜆

𝑅𝑅𝜆𝜆𝑊𝑊𝑦𝑦

𝑍𝑍 = �
𝜆𝜆

𝑅𝑅𝜆𝜆𝑊𝑊𝑧𝑧

Presenter
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And here’s the simplified formula, this coefficient W is also known as the tristimulus weights. They’ve been actually PRE-CALCULATED for you, and can be found in the ASTM E308 document, on the right.

Now as a former programmer, I totally understand we do not like magic numbers, we despise them, magic numbers often imply bad programming. And there are so many magic numbers here. In this case however, get used to it! These numbers are essentially biological data derived from empirical observations, and we just need to code them in. 



From SPD to XYZ Colour

XYZ Colour
[14.80, 9.45, 1.11]

R: 155
G: 52
B: 2

• Side note – this is a lossy conversion
(lookup Metamerism for details)

Presenter
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After the integrations we get a single colour in the XYZ colour space.

As a side note, this is a LOSSY conversion and one of the really interesting consequences is that in most rendering systems we are totally incapable of simulating a visual phenomenon called Metamerism.



Metamerism

Source: BYK Additives & Instruments GmbH

Presenter
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Metamerism happens when, 2 objects with MIS-MATCHED SPDs can look exactly the same, due to the lossy nature of colour perception in our eyes and cameras. Neither a camera nor a human being can tell any difference, well, until you change the light source. Absolutely amazing stuff. 

Metamerism is not the focus of our talk today unfortunately, but do look it up afterwards. I guarantee it’ll be a very interesting read.



From XYZ to Lab

𝑋𝑋𝑛𝑛 = 95.047
𝑌𝑌𝑛𝑛 = 100.0
𝑍𝑍𝑛𝑛 = 108.883

L* = 166 𝑓𝑓 𝑌𝑌
𝑌𝑌𝑛𝑛

− 16
116

a* = 500 𝑓𝑓 𝑋𝑋
𝑋𝑋𝑛𝑛

− 𝑓𝑓 𝑌𝑌
𝑌𝑌𝑛𝑛

b* = 200 𝑓𝑓 𝑌𝑌
𝑌𝑌𝑛𝑛

− 𝑓𝑓 𝑍𝑍
𝑍𝑍𝑛𝑛

𝑓𝑓(t) = �
3 𝑡𝑡

7.787𝑡𝑡 + 16
116

if t < 0.008856
otherwise

Reference white point for CIE 1931 observer (D65 2°):

XYZ Colour
[14.80, 9.45, 1.11]

R: 155
G: 52
B: 2

Lab Colour
[36.8, 41.3, 47.7]

R: 155
G: 52
B: 2

Presenter
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Ok we’ve got the XYZ colour but we are not done yet, we still need to convert it into a Lab colour. Here’s the algorithm for doing that, eventually you will get the same colour, just in a different space.



Lab (CIELAB) Colour Space

Source: BYK Additives & Instruments GmbH

• Most common colour space for 
colour comparisons

• 3 Components: 
• L*
• a*
• b*

• Advantages:
• Covers All Visible Colours
• Perceptually Uniform (almost*)
• “Delta E” (ΔE)

Presenter
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So why using the Lab colour space? The Lab colour space is also known the CIELAB, and it’s the most commonly used in colour science and the appearance industry. It has 3 components, L, a & b. And it comes with a few advantages.



Visible sRGB
(Rec. 709)

Lab (CIELAB) Colour Space

Presenter
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First it covers all the colours we can see, all the colours visible to the human eye, and not just a small subset like sRGB does. When dealing with real world materials you obviously don’t want to miss any colours. 



Delta E

• Key feature of Lab colour space

• Just a distance between 2 points 

• Colour difference, quantified

𝛥𝛥𝐸𝐸 ∗= (𝛥𝛥𝐿𝐿 ∗)2+(𝛥𝛥𝑎𝑎 ∗)2+(𝛥𝛥𝑏𝑏 ∗)2

L* = 91.09
a* = -48.37
b* = -13.65

𝛥𝛥E1* =                - = 98

𝛥𝛥E2* =                - = 73

L* = 83.49
a* = 7.57
b* = 66.69

L* = 83.49
a* = 7.57
b* = 66.69

L* = 43.80
a* = 69.20
b* = 58.06

Presenter
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Second this colour space is ‘perceptually uniform’, and as a result it has a very interesting feature called Delta E. Delta E is the notion of QUANTIFYING colour difference, and it’s just a distance between 2 points in this volume. 

For example, if I take one colour say, a yellow and a second colour cyan, I get a distance of 98. Then if I take a 3rd colour a red, the distance between the yellow and the red is 73. What’s the point of this? The point is, by looking at the numbers I can definitively say, the cyan is much more different to the yellow than the red is. In the name of science! 



Delta E – Another Example

Reference Colour

A

Q: Which one is closer to the reference, A or B?

B

𝛥𝛥E = 2.2 𝛥𝛥E = 6.4



R: 142
G: 149
B: 105

R: 143
G: 150
B: 102

R: 137
G: 138
B: 103

Presenter
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Another more practical example, let me ask you, which colour is closer to the reference, A or B?

The answer is A. You might be able to directly see it, but now if somebody disagrees with you, with the help of Delta E numbers you can tell him to shut up. How useful is that?!



Delta E – Total Colour Difference Analysis

ΔETotal =
𝛥𝛥𝐸𝐸𝑝𝑝15°

2 + 𝛥𝛥𝐸𝐸𝑝𝑝25°
2 + 𝛥𝛥𝐸𝐸𝑝𝑝45°

2 + 𝛥𝛥𝐸𝐸𝑝𝑝75°
2 + 𝛥𝛥𝐸𝐸𝑝𝑝110°

2

5

Multiple ΔE values combined into a single ΔETotal

Presenter
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Even more useful, is that you could combine multiple delta E values into one Delta E Total. This is simply a root-mean-square deviation and works particularly well for multi-angle measurements. Not only can we compare two colours with a number, we can compare two materials with a number. Incredibly useful.



Apple-to-Apple Comparison – Part II

Game Measurements

sRGB (or HDR Linear)

XYZ

ΔE Compare!

Lab

Presenter
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Okay so far we’ve covered the left arm of the process, from physical data to Lab colours. We now move on to the right arm, to convert game measurements into Lab colours.



( This is an irreversible operation – it is impossible to work out material information without incident lighting information )

Illumination Information is Essential

Incident Light           Material Properties        Reflected Light

Presenter
Presentation Notes
Before we measure anything in game, there’s a critical critical thing you absolutely cannot afford to mess up. And that is the control of illumination, the control of the incident light.

Here’s why. When we see materials we never see them directly we see the reflected light coming OFF the materials. A highly simplified way to think about this is this equation here, Incident Light multiplies Material Optical Properties, equals Reflected Light. Ok that makes sense. 

But there’s a subtle detail here - this is an irreversible operation. Information is lost. If all you know, all you can detect is only the Reflected Light, you will never be able to work out the material properties without knowledge about the incident light. For instance, if you capture a very bright reflection, how do you know whether it was caused by a very bright light source, or by a piece of shiny metal. Therefore to extract material information it is crucial to control lighting information, to control the incident light.



Incident Light Control

To mimic a D65:

• Light Type: Directional

• Light Colour (sRGB): [255, 255, 255]

• Light Intensity?

• Relative luminance Y = 100 is assigned to 
the Perfect Reflecting Diffuser that reflects 
100% at all wavelengths

• Conclusion – intensity should be exactly 1.0

D65

The ‘Perfect Reflecting Diffuser’

Any measurement must be 
Y = 100 by definition

Presenter
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To mimic the D65 light source used in the physical scanners, you have a few decisions to make. 

Light type is easy to pick, just use directional.

Colour is also easy, just white in sRGB. So 255, 255, 255.

The more trick part is to figure out the intensity we should use.
  
The short answer is you should always use an intensity of exactly 1.0. If you want to know the full story, you need to look for the definition of Relative Luminance in the XYZ colour space, as well as the definition of a concept called ‘the Perfect Reflecting Diffuser’. To save time, just use 1.0 and you should be fine.



Virtual Measurement Apparatus

Camera

Lights

Sample

Rendering Environment?
• Maya/Max

• Game Editor

• Game (recommended)

Presenter
Presentation Notes
As briefly mentioned before, we’ve created a tool in 3ds Max to measure game materials, in other words, we have a ‘Virtual Measurement Apparatus’. 

One thing to consider here is that, there are more than one place you can perform this measurement, you can do it in Maya or Max like we did, you can do it the game editor, or you do it in the game itself. 

In retrospect, Max was probably NOT the best choice. I did it because at the early stage it was much faster for me to iterate with scripting, also because we’ve verified & confirmed that, our shading outputs are identical between Max and game. So we have the confidence to measure in Max.

With the benefit of hindsight however, if I could choose again I would do it in game, just to minimise the risk of any shading code discrepancies outside the game.



From Game Measurements to Lab

𝑋𝑋
𝑌𝑌
𝑍𝑍

=
0.4124 0.3576 0.1804
0.2127 0.7152 0.0722
0.0193 0.1192 0.9503

𝑅𝑅𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
𝐺𝐺𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
𝐵𝐵𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

sRGB to Linear RGB then to XYZ:

XYZ to Lab:

(same procedure as previous)

• Reading Pixels on Game Material Samples

• sRGB Colours

Lab Colour
[39.2, -0.6, -6.1]

R: 86
G: 93
B: 102

Presenter
Presentation Notes
Once the lighting conditions and measurement geometry are under control, we just need to read the pixels from the 6 locations representing the 6 angles.

The colour conversion is easier this time. To calculate XYZ from sRGB you just need to multiply this matrix here – again more magic numbers. And to convert XYZ into Lab colours you follow the same procedure as before. [CLICK] That’s how you get Lab colours from game.



Calibration Pipeline

SPD

Physical Measurements Game Measurements

sRGB (or HDR Linear)

XYZ Lab XYZLab

ΔE Compare!

Shading Model Calculations

Game Material Inputs

Artist

Presenter
Presentation Notes
Ok, after all that hard work, we now have all the data required to perform quantitative analysis. With 2 sets of measurements arriving in the same Lab colour space, we can use Delta E to compare the colours.

Keep in mind the Physical Measurements are static, but the Game Measurements are dynamic, reacting to the Material Inputs. [CLICK] At this point we ask an artist to tweak the Material Inputs while keeping an eye on the Delta E values. 

And thus we’ve built ourselves a calibration pipeline.



Shading Inputs, Not Shading Models

• It’s about finding optimal inputs
NOT models

• Using the shading model of
your choice

• It’s okay to have different input 
parameters

Forza car paint material has 8 inputs

… …

…but 8 inputs can produce a gazillion of combinations (8 degrees of freedom)

Presenter
Presentation Notes
One thing I would like to stress is that the entire point of this technology is to find the best shading inputs, NOT to find the best shading model. Physically-Based Calibration operates on the shading model OF YOUR CHOICE.

It also means your input parameters may look totally different to this. Our Forza car paint shader has 8 inputs, so 8 sliders here: FlakeAmount, FlakeGloss, PaintColourRGB and FlakeColourRGB. Your material may have 5 parameters or 20 parameters, who cares?

But bear in mind 8 inputs can represent an 8 dimensional input space, or 8 degrees of freedom. [CLICK] Do the math and you will realise just 8 inputs can produce a gazillion of combinations. To find any specific material is to find an infinitesimally small fraction of all the combinations.  Suddenly it becomes clear to get a close match is way more difficult than it looks.

(UPDATE: as pointed out by audience Yu Wu, here it should be possible to use Gradient Descent algorithm to quickly find the most optimal configuration.)



Macro vs Micro Adjustments

Which material configuration is better?

The most optimal configuration can always be determined with ΔETotal

ΔETotal = 14.3 ΔETotal = 7.8 

Presenter
Presentation Notes
In practise, we first rely on the Reflectance Distribution view to do Macro parameter adjustments, just to match the general shape. But that’s not enough, for example these 2 configurations both seem well calibrated, but we can’t tell which one is better. and [CLICK] only via Delta E numbers we can do Micro adjustments to get the most accurate configuration.



Delta E (Advanced)

Delta E 76:

Delta E 94:

Delta E 2000:
• Better and better formula: 

𝛥𝛥𝐸𝐸76
∗= (𝛥𝛥𝐿𝐿 ∗)2+(𝛥𝛥𝑎𝑎 ∗)2+(𝛥𝛥𝑏𝑏 ∗)2

Presenter
Presentation Notes
At this point let’s talk a bit more about Delta E. Remember I said Delta E is just to quantify colour difference, it’s just a distance between 2 points? It’s just this simple calculation. 

Well that was the formula in 1976. What happened afterwards was that people realised there are limitations and problems with the old method. So better and more advanced formulas were created. This one is Delta E 1994, and this is Delta E 2000. When I first saw this I was appalled by this level of complexity, I mean can they make it even more messier to calculate? but if you read the reasoning behind these they all make sense. It’s all about people trying to be better and better at evaluating colour difference, at evaluating colour perception. In Forza Horizon 4 however, we used something even more complicated.



Delta E (Advanced)

• Final choice: DIN 6175-2

• Best for metallic paints

• Used by VW, Audi, GM etc.

• Not necessary, but nice-to-have

• Prioritises specular angles

Source: Instrumental Color Measurement for Process Control

Presenter
Presentation Notes
After some research I eventually decided to use a German standard called DIN 6175. 

Without going into too much detail, this formula is considered to be one of the best for metallic paints. It’s used by many car companies such as Audi, Mercedes, General Motors etc. This is absolutely NOT necessary, but a nice-to-have for car paints.



VIDEO – Calibration in Action

Presenter
Presentation Notes
Now, let’s watch a short video of our tool, just to get a sense of what it looks like from an artist’s perspective.



Presenter
Presentation Notes
[VIDEO – Calibration in Action]

This is the calibration tool I created for our artists. Do not be intimidated by the UI, it’s actually quite easy to use once you get familiar with it. It supports all the common Digital Master XML formats, not just those from BYK but also from X-Rite. 

Once the XML file is loaded, click a button to convert SPDs into colours. All visual feedbacks are instant, we can then tweak the material parameters, and we can see the Reflectance Distribution, we can see the Delta E numbers.

An efficient tool really empowers efficient production.



Manufacturer Paint - “Firesand Metallic”

Old ΔETotal was 38.9
*Graphic arts industry tolerance: 6 units

Presenter
Presentation Notes
Let’s look at some real examples. One of the very first materials I’ve tested was a material called “Firesand Metallic”. Previously we had this hand-tuned version of this material, and our tool reported a Delta E number of 38.9. To give you a perspective the tolerance used by the graphic arts industry is just 6 units. So 38.9 is off by quite a large margin.



Manufacturer Paint - “Firesand Metallic”

New ΔETotal is only 2.4!
*Graphic arts industry tolerance: 6 units

Presenter
Presentation Notes
But we know better now, within a few minutes I created a new physically-calibrated material and the Delta E dropped to only 2.4! This is super accurate! It’s probably more accurate than the print magazines you can buy from the stores.



NEW (ΔETotal = 2.4)

OLD (ΔETotal = 38.9)

Manufacturer Paint - “Firesand Metallic”

Presenter
Presentation Notes
The visual difference is obvious on this sphere. The old hand-tuned material on the left is way too saturated and cartoonish by comparison.



Manufacturer Paint - “Estoril Blue Metallic”

Old ΔETotal = 20.9
*Graphic arts industry tolerance: 6 units

Presenter
Presentation Notes
Another example, this one’s called “Estoril Blue Metallic”. The old material had a Delta E number of 20.9



Manufacturer Paint - “Estoril Blue Metallic”

New ΔETotal = 4.3
*Graphic arts industry tolerance: 6 units

Presenter
Presentation Notes
New material is 4.3.

Just so you know, for most materials we can usually achieve a Delta E lower than 5.



NEW (ΔETotal = 4.3)

OLD (ΔETotal = 20.9)

Manufacturer Paint - “Estoril Blue Metallic”

Presenter
Presentation Notes
Visual comparison on a sphere.

How do these compare on a car?



OLD NEW
“Estoril Blue Metallic” – Jaguar Land Rover™

Presenter
Presentation Notes
I think you would agree this is not a little bit different, but quite different. 



OLD NEW
“Estoril Blue Metallic” – Jaguar Land Rover™

Presenter
Presentation Notes
The old material almost looks purple by comparison.

Most remarkably, [CLICK]



OLD NEW
“Estoril Blue Metallic” – Jaguar Land Rover™

‘Shading’ Was Also Improved

Presenter
Presentation Notes
Most remarkably it’s not just the colour, the ‘shading’ was dramatically changed. Even for people with colour blindness, this is still a major major difference.



OLD NEW
“Viridian Green Metallic” – Aston Martin™

Presenter
Presentation Notes
“Viridian Green Metallic” from Aston Martin. 



OLD NEW
“Moonstone Metallic” – BMW™

Presenter
Presentation Notes
“Moonstone Metallic” from BMW.



OLD NEW
“Grey Bull” – Aston Martin™

Presenter
Presentation Notes
This one is called “Grey Bull”, also from Aston Martin. I have to say this is one of the worst cases I’ve ever seen, or the best cases, depends on how you look at it. Usually you would NOT have such a dramatic difference. However even for this case I would NOT blame the artist who tuned the old material. Because sometimes if you get really unlucky, you would see this tragic effect of ‘propagation of errors’, with biases compounding on top of each other to give you unbelievably incorrect results.

Meanwhile, upon self-reflection, you sit there and you look at this shocking result, and you can’t help but wondering what else have we missed? What else we assumed right but would turn out to be wrong?!

Nonetheless, this CAN happen, and it does happen. To me, this single image right here really captured the true benefits of Physically-Based Calibration.



Sourcing for Production

Ferrari Dealership Visit
Swindon, UK

Presenter
Presentation Notes
At one point we felt the tech was mature enough it was time to scale up for production. We contacted many car manufacturers. They’ve all been really supportive. Usually we can get the raw digital files from them to use in our tools, but if we can’t get the digital data for various reasons, we can still scan the materials by visiting the dealerships.

Here you can see a few photos from our visit to the Ferrari Dealership in the UK.



The Result

Presenter
Presentation Notes
Thanks to the huge amount of hard work from the vehicle team, we have calibrated nearly 900 super high quality paint materials. 

The community has definitely taken notice, [CLICK] in fact the most beautiful pictures from this deck are all taken by our players. 



Presenter
Presentation Notes
And, allow me to quote a famous marketing slogan – [CLICK]



The Result

Presenter
Presentation Notes
we made the paint look so good you will want to lick it.



Production Summary

REFERENCE TUNING

 Photographs Only

 Unknown/Uncontrolled Factors
• Lighting Conditions

• Reflected Environment

• Camera Settings

• Image Editing

 Based on ‘Feelings’

 Difficult to Match Scientifically
• Monitor Conditions

• Reflected Environment

• Rendering Configurations

• Viewing Conditions

Presenter
Presentation Notes
Let’s summarise from a production point of view. [CLICK]



Production Summary

REFERENCE TUNING

Spectrophotometric Data Quantitative Calibration

Presenter
Presentation Notes
We’ve replaced unreliable photographs with spectrophotometric data. And we’ve [CLICK] replaced the subjective hand-tuning process with controlled quantitative calibration.

And thus we have eliminated most systematic errors in the process.



Calibration Summary

Lighting/Shading Completes
(Linear HDR Values Rendered)

Calibration Target
(Mainscene Render Target)

Camera Simulation Begins
• Post Processing
• Exposure Control
• Tone Mapping etc

Material Inputs

Artist Physical
MeasurementsΔETotal

Compare!

TVContent 
Data

Rendering Pipeline

Presenter
Presentation Notes
From a rendering point of view. You have a rendering pipeline that takes content data on one end and pumps out the pixels on the TV. Where should our calibration target be? It shouldn’t be the TV.

There is a critical stage called the Mainscene Render Target, this is the moment after the lighting and shading was just completed, with linear HDR values generated. This is also the moment right before the Camera Simulation begins, so all the post processing, tone mappings and so on have not started yet. 

We take game samples at this point and compare them with the real world physical measurements using the quantitative method. We have artists tweaking material inputs while looking at the delta E values to complete calibration.

Most remarkably this is a, END-TO-END calibration. Taking game measurements at the very last minute guarantees maximum accuracy.

And also what’s great about this, even to this day I still I don’t know the many details of our rendering pipeline because I don’t need to. Physically-Based Calibration is largely independent of rendering implementation details. It means our calibration tech can be easily adopted to a variety of rendering systems, to a variety of games.



Happy Accidents

• Hue Shift Phenomenon

• ‘PBR Guide’ does not always apply

• Facing visual issues, there’s extra 
confidence to blame lighting 

UNIFORM HUE

SHIFTING HUE

Presenter
Presentation Notes
Moving on to a few secondary topics. Let’s talk about some happy accidents. . I said earlier this is about finding the shading inputs, not finding the shading models, but the fact is this new method did help me discovering a major flaw in our old paint shading model – that is, the lack of hue shifts.

In our old shader, the blue simply becomes brighter blue as you get closer to the highlight regions; whereas in reality more commonly blue often shifts towards cyan, and red shifts towards orange. When I realised this, I immediately changed our shader to support hue shifts. It was a very trivial thing to do but without the physical data in the first place we may never discover this flaw.

Also many PBR guidelines for artists say even for the brightest material your diffuse input value not never be higher 230. We found these guidelines are not always right. Some white paints require inputs higher than 250. To be fair these guidelines are not meant to be always accurate anyway.

Another surprising benefit, and this is my favourite one. Quite often for many visual issues in game, it’s hard to pinpoint whether it’s caused by lighting or caused by materials. Now you can point your finger at the lighting team and say: “this is a lighting problem, our materials are PERFECT!” Ok, slightly exaggerated , but it does feel wonderful to have full confidence in the materials.



Happy Accidents

• Applicable to retro-reflective materials, 
e.g. UK license plates

Presenter
Presentation Notes
Also if you’re familiar with our game, you know our game is based in the UK, and in the UK we have these yellow license plates. One day I asked my co-worker to scan a license plate outside our studio, just to get the most accurate yellow. And he came back with this reflection data. I was confused. I said are you sure? Why the reflection is the strongest facing the light source? Does anyone know what this is about?

[CLICK] It’s retro-reflection! Unknowingly we captured retro-reflectivity! Not only did we have physically correct paints, we also had physically correct retro-reflective materials.



Performance and Limitations

• Zero performance cost at runtime 

• Sample acquisition: 6 sec per scan

• Artist calibration time: ~5 mins per material 
(close to 900 materials calibrated in FH4)

• Most PBC materials: ΔETotal < 5.0

 Data availability

 Instrument cost

 Lack of texture information

 Calibrated with directional light only (loophole)

Performance:

Limitations:

Presenter
Presentation Notes
A lot of people asked me about the performance impact. The great news is, there’s none. The runtime performance cost is zero. Again this calibration tech is about shading inputs, not about shading models.

To scan a material it takes 6 seconds. To calibrate a material it takes about 5 minutes. The calibration time really was not a concern, and we’ve probably spent more time on talking to the manufacturers, and managing a paint database.

For the vast majority of materials we’ve achieved an amazing delta E lower than 5. So despite the sheer quantity of materials we’ve processed - nearly 900 - the quality of the final results are really really good.

Of course no technology is perfect, there are limitations. First data availability. The whole thing depends on data, without data you can’t do anything. 
Secondly the instrument cost. Oh boy this thing not cheap! Last time I checked a multi-angle spectrophotometer costs more than 36 thousand dollars! So, for Forza Horizon 4 to avoid bankruptcy, we did not buy one. We rented one for a few weeks at a fraction of the cost. There are ways to get this but you need to bear it in mind.

Thirdly lack of texture information. Spectrophotometer has spectral and angular resolution, but it has no spatial resolution. It means, you can’t capture any texture with it. 

Lastly since we only calibrate using directional light, there’s a loophole lurking here – what about other light types? What about area light, cubemaps, global illumination, screen space reflection? Strictly speaking, this is a lighting limitation, not a material one, AND we have NOT experienced any major issues from this. But I still want to put this here just to remind everyone that you need to take the balance of different light types seriously, or otherwise you might run into problems.



Future Work

• Feasibility on non-paint materials

• Wide gamut pipeline

• Solutions for capturing textures

• Spectrophotometer is just the tip of an ice berg

• Much to learn from the appearance industry

Gloss Meter Haze Meter

Orange Peel Meter Transparency Meter

Presenter
Presentation Notes
In the future, we would like to test the feasibility on other materials. E.g. metals, fabrics, rocks, or maybe apples. Who knows what? Some of the key insights and principles we discussed earlier can be applied in many other scenarios.

We would like to deliver true wide gamut content, our physical data already has full visible colour information, we would like to put those into use.

We’re also looking at solutions for capturing textures, coz spatial information can be so much more useful. There are indeed a few very interesting tech out there.

And I know we’ve talked a lot about the spectrophotometer, but turns out it’s just the tip of an ice berg. In the “Appearance Industry”, there are many other toys such as Gloss Meter, Haze Meter, Orange Peel Meter, Transparency Meter etc. To me this is like a gold mine waiting to be explored. And this is also the best part about sharing with you at GDC. As I’m sure some of you will be able to push this even further and build the next generation material tech.
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I would like to give special thanks to these individuals, without their help we simply would not be talking about this technology here today.
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Here’s the reference list, you may find some interesting reads from these. 

The background science is quite mature. Some of the key knowledge have been worked out even before computers came along. I think for us this is not a science challenge, not even remotely, this is about implementation, this is about applying the knowledge to our games. 

Okay I think we’re near the end of this presentation, Oh… what shall we do about the dress?



There are no real colours,
only real Optical Properties

Presenter
Presentation Notes
Some people asked me, so what’s the real colours of this dress? That, is the wrong question to ask, [CLICK] becuase there are no real colours, only real Optical Properties?

To be clear, I did not actually attempt to make this dress in a game, it wouldn’t make much sense for our game anyway. But if I were to do it, now you should know what I would do. I’m gonna get a physical scanner and I’m gonna capture the SPDs of those two irritating materials.

And who knows if you get everything else just right, the lighting, the camera, the composition, you might be able to render a dress image, just as interesting, just as controversial. 

So if there’s one takeaway of everything we’ve learnt today, it would be this: In order to make the most realistic materials, you go after the Optical Properties, rather than what you see.

And finally, [CLICK] 



There’s more to the world than meets the eye

Presenter
Presentation Notes
And finally I would like to end this talk with one of my favourite quotes of all time: [CLICK] “There is more to the world than meets the eye.”

In retrospect, the graphical improvements we’ve made in the past few decades, are simply astonishing. Nonetheless, if we want to go further, it may no longer be enough just to focus on the obvious, we need to look deeper. And of all human activities, nothing is better than science at resisting subjective biases, nothing is better than science at revealing the secrets of the unknown. If we want to be better at simulating the real world, we must embrace scientific ideas, scientific instruments and scientific practices. Thank you!



QUESTIONS?


