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Game Balancing

3

• Critical part of the development
• Iterative
• Especially expensive for AAA titles
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Game Balancing
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• Critical part of the development
• Iterative
• Especially expensive for AAA titles

AI (Reinforcement Learning)

AI provides references for the designers
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• Have AI play the game many times automatically

• Automatically gather insight useful for the battle designers
– Human balances the battle.

• Adapts to new unknown stages or enemies

• Learns fast enough

Requirement for battle balancing

6



© 2023 SQUARE ENIX CO., LTD. All Rights Reserved.AI-DIVISION

Introducing the game
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The battle mechanics

1 to 5 enemies1 to 5 allies
VS

Turn-based 
battle

8
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The battle mechanics
Skill A!

Skill B!

I’m sleeping!

Skill B!

Select:
• Hit
• Smash
• Guard
• etc

Select:
• Kick
• Jump
• Guard
• etc

Select:
• Throw
• Guard
• etc Select:

• Burn
• Guard
• etc

Select:
• Burn
• Guard
• etc

Each turn

Target select
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The battle mechanics
Move Order

A

B

C

D

E

A

B

C

D

A

B

C

B

C

D

A

E

D
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The battle mechanics

A

B

C

D

E

A

B

C

D

Combo

Combo & other interactions 
between allies and enemies
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Battle Features:
• 1~5+ players vs 1~5+ enemies (rule-based AI) turn-based battle

• 250+ different enemy units

• 8+ different player units

• 400+ enemy skills and 100+ player skills

• 10+ types of buff and de-buff each

• 100+ different weapons (which affect skills)

• Strategical elements such as combo and other effects. 

• Etc.

Project A battle features

12
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Balancing Objectives

Game breaker Parameters Unintended Design

13
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Battle Balancing with AI

AI Server
Game 

Simulators
Battle 

Summary

• Excel Files
• Videos
• Logs

Battle statistics

AI 
Command

HTTP (JSON)

Parameters update
(balancing process)

Designers

14

The AI assists game designers by gathering battle data.
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• AI that can play smart enough is needed

• RL can be adapted (optimized) to many stages without re-
programming

However:
• Comparison against human expert is still needed.

Why Reinforcement learning (RL)?

15
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Machine Learning
The Three grand crystals

Supervised

Unsupervised
Reinforcement 
Learning (RL)

Semi-supervisedWhat?? Isn’t 
this self-

supervised?!

17
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What is Reinforcement learning (RL)?

Game Simulator

Action (skills, 
targets)

Observation, Rewards

RL Agent (AI)

• Action == Agent’s decision per timestep (or turn)
• Observation == game state
• Rewards == indicates how good an action is
• Headless == skip rendering

18

Headless
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Tiny details
How does reward work?

Objective

ConfounderTrap

19
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Positive example
t = 2t = 1 t = 3

t = 4 t = 5 Positive 
reward

20
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Negative example
t = 2t = 1 t = 3

t = 4 t = 5

Negative 
reward

21
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Raise of the RL

Atari
Gran 

Turismo
Dota 2 StarCraft 2

Various Agents OpenAI Five Alpha StarGran Turismo 
Sophy

Superhuman Level AI

https://www.gran-turismo.com/us/gran-turismo-sophy/
https://github.com/mgbellemare/Arcade-Learning-Environment
https://openai.com/five/
https://www.deepmind.com/blog/alphastar-mastering-the-real-time-strategy-game-starcraft-ii

22
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Challenges

RL Algorithm

Engineering
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challenges
Project A

24

Game Complexity
Development
Constraints
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challenges
Project A

~20 million to ~40 million

200+ dimensions, continuous 
values

Extremely sparse on 
hard stages

Action Space

Observation 
Space

Rewards 
Density

25

Game complexity
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• ~1 billion+ actions
• sparse rewards
• Known enemies & actions

• ~2 million actions + multi-
agent

• sparse rewards
• Known enemies & actions

• ~20 million actions
• sparse rewards
• Unknown enemies & actions

Challenges
Game complexity

Dota 2 StarCraft 2Project A

80,000 – 178,000x CPUs
2000 - 3000x GPUs

PPO

128x TPU Cores
Years of supervision data

V-Trace Variant

Need something 
cheaper and faster

Superhuman level AI is not necessary Superhuman level AI Superhuman level AI

https://openai.com/five/
https://www.deepmind.com/blog/alphastar-mastering-the-real-time-strategy-game-starcraft-ii

26
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Challenges
Development complexity: Wall-Clock time

Game

27

Developers

Development 
Iteration
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Challenges
Development complexity: Continuous patches

Game Revision 1.0 Game Revision 2.0 Game Revision 3.0

AI

Train

Unusable!!!

Major game 
changes

• Unknown enemies
• Unknown skills
• Etc.

28



© 2023 SQUARE ENIX CO., LTD. All Rights Reserved.AI-DIVISION

Challenges
Development complexity: Unstable & slow simulator

Game Simulator

AI

Frequent crashes and slow data collection

29
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• Huge action, observation space, sparse rewards

• Slow simulator == data sparsity

• Game being patched all the time 
– Unknown enemies, skills, etc.
– Moving distribution

• Unstable Simulators

• Wall-clock time & hardware constraint

Summary of challenges

30
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The solutions

Reinforcement
Learning

Engineering

31
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The basic learning setup
Send game state (observation) every turn via HTTP protocol.
Rewards are computed on the AI side.
Headless == skip rendering

Game Simulator

Action

Game State

AI Server (running in Python)
Communication-error aware

32 simulators distributed 
within 4 PCs

Game Simulator

Game Simulator

HTTP (JSON)

Watch Dog

Restart if 
necessary

33

Headless
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How the AI play?

Game SimulatorsGame state

AI Server

Send game state (observation) every turn via HTTP protocol.
Rewards are computed on the AI side.

Game SimulatorsAction

Game Simulators
Game state

Game SimulatorsAction

Turn 1

Turn 2 to the end

34

AI Server
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The AI model
Enemy Encoder

Player Encoder

General Encoder

Enemy 
Stats

Player 
Stats

Other

LSTM

Player 1 skill

Player 1 target

𝜋1,𝑠(𝑎𝑆|𝑥)

𝜋1,𝑡𝑔(𝑎𝑡𝑔|𝑥)

𝜋2,𝑠(𝑎𝑠|𝑥)

𝜋2,𝑡𝑔(𝑎𝑡𝑔|𝑥)

𝜋5,𝑠(𝑎𝑠|𝑥)

𝜋5,𝑡𝑔(𝑎𝑡𝑔|𝑥)

Skill 1 Encoder

Target 1 Encoder

MLP

MLP

Player 1 (Policy)

Player 5 (Policy)

Player 2 (Policy)

MLP

MLP = Multilayer Perceptron

= Element-wise addition
Value 𝑉(𝑥)

35
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The RL adventure
Prototyped with Proximal Policy Optimization (PPO)

Win-rate not really improving. 
Cause:
• Enemies’ growth are not 

kept fixed

2017. Schulman et al. Proximal Policy Optimization Algorithms
36
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The RL adventure
PPO performance after fixing enemy growth

Another problems:
• Win-rate not stable
• Performance dropped 

in harder stages
• One stage training time 

is 18 hours

37
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HECL

High Entropy Composite Learner

38
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Asynchronous Worker agents

Worker agents

Learner agent

Game Simulator

Game Simulator

Game Simulator

HTTP

Replay buffer
Retrieve battle data

Publish model 
parameters

Worker agents gather training data from the game simulators.

Battle data

39
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HECL

Trust-Region Update

V-Trace Value 
Function

Reward Entropy

Phasic Policy Update

Latent Regularization

Off-policy actor-critic 
Algorithm

40
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V-Trace
vt = 𝑉 𝑥𝑡 + 

𝑘=𝑡

𝑡+𝑛−1

𝛾𝑘−𝑡 ෑ

𝑖=𝑡

𝑘−1

𝑐𝑖 𝛿𝑘𝑉, 𝑤ℎ𝑒𝑟𝑒 𝛿𝑘𝑉 = 𝜌𝑘 𝑟𝑘 + 𝛾𝑉 𝑥𝑘+1 − 𝑉 𝑥𝑘

ci = min ҧ𝑐,
𝜋 𝑎𝑖 𝑥𝑖
𝜇 𝑎𝑖 𝑥𝑖

, 𝜌𝑖 = min ҧ𝜌,
𝜋 𝑎𝑖 𝑥𝑖
𝜇 𝑎𝑖 𝑥𝑖

π = current policy, μ = behavior policy, ҧ𝑐 = 1.0, ҧ𝜌 = 1.0

Legend:
• 𝑟𝑡 = reward at time-step 𝑡.
• 𝑉(𝑥𝑡) = Value of being at state x at time-step 𝑡
• 𝜋 𝑎𝑖 𝑥𝑖 = Current policy (the learner). Probability of taking the action 𝑎 on state 𝑥 at time-step 𝑖
• 𝜇 𝑎𝑖 𝑥𝑖 = Behavior policy (the worker). Probability of taking the action 𝑎 on state 𝑥 at time-step 𝑖
• 𝛾 = Discount factor. 0.0 ≤ 𝛾 < 1.0
• 𝜙 = model parameters

Value function update: J ϕ = 𝐸𝑥𝑡~𝐷 𝑉 𝑥𝑡 − 𝑣𝑡 , 𝑤ℎ𝑒𝑟𝑒 𝐷 𝑖𝑠 𝑎 𝑟𝑒𝑝𝑙𝑎𝑦 𝑏𝑢𝑓𝑓𝑒𝑟.

2018. Espeholt et al. IMPALA: Scalable Distributed Deep-RL with Importance Weighted Actor-Learner Architectures
41
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Trust-region update & reward entropy
Policy update: J θ = Et min

𝜋𝑝𝑟𝑜𝑥 𝑎𝑡 𝑥𝑡
𝜇 𝑎𝑡 𝑥𝑡

, 1.0 ∗ min
𝜋𝜃 𝑎𝑡 𝑥𝑡

𝜋𝑝𝑟𝑜𝑥 𝑎𝑡 𝑥𝑡
Gt, 𝑐𝑙𝑖𝑝

𝜋𝜃 𝑎𝑡 𝑥𝑡
𝜋𝑝𝑟𝑜𝑥 𝑎𝑡 𝑥𝑡

, 1 − 𝜖, 1 + 𝜖 Gt

J α = 𝛼𝐸𝑎𝑡~𝜋𝜃 −𝑙𝑜𝑔𝜋𝜃 𝑎𝑡 𝑥𝑡 − 𝐻

Legend:
• 𝑟𝑡 = reward at time-step 𝑡
• 𝑉(𝑥𝑡) = Value of being at state x at time-step 𝑡
• 𝜋𝜃 𝑎𝑡 𝑥𝑡 = Current policy (the learner). Probability of taking the action 𝑎 on state 𝑥 at time-step 𝑡
• 𝜋𝑝𝑟𝑜𝑥 𝑎𝑡 𝑥𝑡 = Proximal policy (the learner). Probability of taking the action 𝑎 on state 𝑥 at time-step 𝑡

• 𝜇 𝑎𝑡 𝑥𝑡 = Behavior policy (the worker). Probability of taking the action 𝑎 on state 𝑥 at time-step 𝑡
• 𝜃 = model parameters
• 𝛼 = entropy reward scale
• Gt = return (reward-to-go) at time 𝑡
• 𝑣𝑡 = V-Trace value function

2018. Haarjona et al. Soft Actor-Critic: Off-Policy Maximum Entropy Deep Reinforcement Learning with a Stochastic Actor
2017. Schulman et al. Proximal Policy Optimization Algorithms

Gt = 𝑣𝑡 − 𝑉 𝑥𝑡 − 𝑒𝛼𝑙𝑜𝑔𝜋𝜃(𝑎𝑡|𝑥𝑡)

42
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Phasic policy update

Policy Function

Value Function

Update policy function and value function at different schedule

Value Function

Update

Partial Update

Update

then

2020. Cobbe et al. Phasic Policy Gradient

Rinse and repeat

43
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Latent regularization

Enemy Encoder

Player Encoder

General Encoder

Enemy 
Stats

Player 
Stats

Other

LSTM

MLP

𝑍

Decoder

Reconstruct the observation using latent state. Relatively stabilizes the learning

44
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Performance Comparison
Hecl vs ppo vs v-trace

45
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Performance comparison (Win-rate)
Difficulty:
Stage A > Stage B > 
Stage C

Impossible: 
unbalanced stage 
which is virtually 
impossible to be 
cleared

11 hours of 
training

46

Stage A Stage B

Stage C Impossible
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Performance comparison

Stage A

47

Difficulty:
Stage A > Stage B > 
Stage C

Impossible: 
unbalanced stage 
which is virtually 
impossible to be 
cleared

11 hours of 
training
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Performance comparison

Stage B

48

Difficulty:
Stage A > Stage B > 
Stage C

Impossible: 
unbalanced stage 
which is virtually 
impossible to be 
cleared

11 hours of 
training
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Performance comparison

Stage C
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Difficulty:
Stage A > Stage B > 
Stage C

Impossible: 
unbalanced stage 
which is virtually 
impossible to be 
cleared

11 hours of 
training
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Performance comparison

Impossible!

50

Difficulty:
Stage A > Stage B > 
Stage C

Impossible: 
unbalanced stage 
which is virtually 
impossible to be 
cleared

11 hours of 
training
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Performance comparison
HECL vs PPO on old simulator hard stage.

51
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Performance comparison
normalized player Final hp

Difficulty:
Stage A > Stage B > Stage C

Stage A Stage B Stage C

52
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Performance comparison
normalized player Final hp

Difficulty:
Stage A > Stage B > Stage C

11 hours of training

Stage A

53
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Performance comparison
normalized player Final hp

Difficulty:
Stage A > Stage B > Stage C

11 hours of training

Stage B
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Performance comparison
normalized player Final hp

Difficulty:
Stage A > Stage B > Stage C

11 hours of training

Stage C

55
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Against Human expert

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Average Win Rates (Stage A)

HECL (No Pre-Training) Human

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Average Win Rates (Stage B)

HECL (No Pre-Training) Human
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Input space: game state (not pixels)

Number of agents: 32

Simulators: 32 simulators distributed between 4 PCs.

Batch size: 256 (rounds of battle)

GPU: NVIDIA P100x2 (total 32GB of memory)

Training time: 11 hours (1050 iterations)

Optimizer: RMSProp

HECL Specification

57
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Batch Size Comparison

Bigger batch size tends 
to result in better 
stability

58
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• Recent works 
perform very well

• Might be weak on 
sparse-reward 
problems

• Could be future 
exploration

• Might not work 
well with dense 
reward situations

• Requires too much 
data for our case

• Would be useful for 
debugging-cases

• Hard to model the 
latent state

Other algorithms

World Model Intrinsic Reward
Meta Learning
Meta Gradient

Imitation Learning

59
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Very slow learning

AI Server
Game 

Simulators

Stage A

The first trial

Train an AI on one stage

200 stages * 11 hours = 3 months!!!

Training

60
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Transfer Learning

61
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Transfer Learning
Breaking the tabula rasa wall…..kind of

AI Server
Game 

Simulators

Stage A

Pre-training
Stage B

Stage X

Transfer

AI Server
Game 

Simulators
Fine-tune

Stage Z

62
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Transfer Learning performance

63

Stage A Stage B
11 hours down to 1.5 hours
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• How to communicate game patches appropriately

• When to do pre-training again?

• The best time to do fine-tuning again after changing a stage 
parameters

Current issues

64
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• RL for playthrough debugging

• Implementing it to other large-scale games.

The future

65
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Challenges:
• Unstable simulator (frequent crashes and freeze)

• Game constantly updated: affects pre-training

Review

67
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system architecture

Game SimulatorsAI Server

Watch Dog

HTTP

Restart if necessaryCommunication-error aware

What happens on restart:
• Restart causes battle progress to be truncated, causing communication-error.
• Truncated battle is automatically thrown away.
• LSTM hidden state is reset.

Tolerance-level:
• As long as we can clear the battles.

Addressing the frequent crashes and freeze

68
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System architecture
constantly changing simulators
Objective: look for a stable simulator from many revisions and pre-train

Auto pull 
& build

Periodic

Observation 
and bug check

Bug?

Developers

Yes

AI Server Game SimulatorsHTTP

Pre-training

No

Repository

Pre-trained AI model

Send for fine-tuning

New patches
69
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Observation/bug check
System architecture

Game Simulators

Observation Keys

Observation Value 
Range

Win-rate @stage

Check

JSON Format

Simulator Stability

Useful for pre-training

70
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System architecture
Pre-training to fine-tuning

AI Server Game SimulatorsHTTP

Pre-training

ML Team

AI Server Game SimulatorsHTTP

Fine-tuning each stage

Developers

Build & 
Verification

Line

Transfer

71

Repository
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• Not all observation bugs are detectable automatically
– Data assignment problems
– Visual data

• There is no general rule of thumb for the win-rate threshold

• 100% headless simulator is hard to be implemented

• System integration in the early stage of game development

Current issues

72
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• Expanding to RLOps (in-progress)
– CL/CI/CD

• Generalize the system interface for other games

The future

Auto Bug 
Verification

Continuous 
Learning

Developers

Agent Integration

Delivery

ML Experiment 
Pipeline

ML Team

Simulator Delivery

73
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Discussion w/ game designers

74

Bug found Core mechanics 
adjustments

New strategy 
discovery

AI strategy ≈ human (in 
some cases)

Reward function design
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Thank you

75

Contact:
Email: hanedgar@square-enix.com

LinkedIn: edgar_handy
Twitter: @edgar_handy

AI Division. Founded on 2022.
Team Size: ~15 AI Experts
Research Focus:
• Academic & applied research on AI and Machine Learning for 

game experience and development
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Dota 2 is a trademark or registered trademark of Valve Corporation.
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the U.S. and/or other countries.

Gran Turismo and Gran Turismo Sophy are trademarks or registered trademarks of Sony Interactive 
Entertainment Inc.

All other trademarks are the property of their respective owners
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