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Overview

● Background

● Methodology

● Experiments

● Application

● Q & A



Why we are here？

● Discussion

○ Paper of motion completion state-of-art

○ Details and tips in our paper

● Take a guess

○ 3D computer animation

○ Application of deep learning

Model from https://www.mixamo.com, only for illustrations

https://www.mixamo.com/


Traditional animation workflows

● Artists / animators

○ drawing key-frames are a burden on animators

● Linear interpolation, IK, searching-based 

○ can't generate high-quality  and long animations

● State machines

○ require a lot of manpower to build and maintain
Linear interpolation 
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Recently

● AI assisted workflow 

○ RNN-based 

○ Convolution-based

○ Ours

Linear interpolation & Our results 
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Our motivations

● We need a simple but effective method：

○ familiar to animators and enthusiasts

○ handling a massive scope of datasets

○ real-time high quality animation generation



Our motivations

● A unified framework  

○ In-betweening

○ In-filling 

○ Blending



Architecture

● Backbone:   

○ Bidirectional Encoder Representation 

from Transformers 

● Input:   

○ known frames + unknown frames

● Output:   

○ Predict ones

Known 
frames Known 

frames



Frame in details

● Input :

○ Known frames: Key frame(s)

○ unknown frames : Interpolation

○ Target frames : Key frame(s)

● Output :

○ Generation frames 

●Input  & Output poses details:   

○ joint positions - coordinate matrix

○ joint  rotations - quaternion matrix

Input & Output: 
P: positions (x, y, z)  
Q: rotations (q0, q1, q2, q3) 

Linear interpolation & Our in-betweening results 



Mixture embeddings

● Position embedding:

○ time sequence

○ each one for a single time step

● Keyframe embedding:   

○ annotates a keyframe 



Transformer in details



Reconstruction Loss

● Loss function

○ ℒrec =
1
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Kinematics Loss

● Forward Kinematics loss 

○ follow Harvey et al.[1] 

○ in local coordinate system

● Inverse Kinematics loss  

○ in global coordinate system

[1] Harvey F G, Yurick M, Nowrouzezahrai D, et al. Robust motion in-betweening[J]. ACM Transactions on Graphics (TOG), 2020, 39(4): 60: 1-60: 12.

Our in-betweening results with IK loss 



Motion perceptual loss

● Ground contact constraints 

○ reduce foot-skate in human motion

● Discrete wavelet transformation  

○ capturing of high-frequency 

information

Our blending results with perceptual loss



Implementation Details



Experiments

Experimental results on LaFAN1 
dataset



Experiments

In-filling results on Anidance dataset



Experiments

Blending results of our new dance dataset



Experiments

Blending results of our new dance dataset



Application

● Easy to use

○ Unified framework: mocap data / raw animation data / dance cards at any length

○ Embed in animation pipeline: polish and editing (e.g. Maya Plugin)

○ High performance: real-time inference on CPU

○ CPU inference time is* recorded in different batch sizes (1 & 10), where in-betweening length is set to 30 frames 

(i.e. 1 second). 



Maya plugin



Maya plugin
Animation Clip

Model from the Netease Game The World 3



Maya plugin
Retargeting to our model

Model from the Netease Game The World 3



Maya plugin Polish and editing

Model from the Netease Game The World 3



Maya plugin

Model from the Netease Game The World 3

Different missing frames




